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1

Introduction
The Science on Women in Science

Christina Hoff Sommers

Are women victims of a widespread bias in science and engineering, as a
2007 report of the National Academy of Sciences (NAS) concluded?1 Or can
the paucity of women in various quantitative fields be otherwise explained?
What, if anything, should be done to encourage more women to become
engineers and scientists?

In the fall of 2007, the American Enterprise Institute brought together
several outstanding scholars to discuss and debate the controversies sur-
rounding the topic of gender and science. We also commissioned a paper by
psychologists Jerre Levy (emerita, University of Chicago) and Doreen
Kimura (Simon Fraser University) to react directly to some of the key find-
ings of the NAS report, Beyond Bias and Barriers: Fulfilling the Potential of
Women in Academic Science and Engineering. Scholars, legislators, journalists,
and others looking for a balanced and temperate treatment of this sometimes
contentious topic will welcome this collection of the papers prepared for the
AEI conference.

Some women’s advocates warn that debates over sex differences are
dangerous for women. Such discussions, they say, serve only to reinforce
discredited stereotypes. When ABC News aired an hour-long special in 1995
highlighting new research on sex differences, prominent feminists such as
Gloria Steinem and Gloria Allred were strongly critical.2 Why, they asked,
was the network giving currency to damaging and discredited research?
According to Steinem, such research “is what is keeping [women] down.”
Allred warned the ABC interviewer, “This is harmful and dangerous to our
daughters’ lives, to our mothers’ lives.”3



A decade later, Lawrence Summers, then president of Harvard Univer-
sity, met the same passionate disapproval when he referred to a body of
research that suggested men and women might not have identical interests
and propensities. A prominent member of the psychology department told
the Harvard Crimson, “In this day and age to believe that men and women
differ in their basic competence for math and science is as insidious as
believing that some people are better suited to be slaves than masters.”4

But beliefs about sex differences in math and science ability cannot
usefully or seriously be compared to beliefs about slavery. No dire conse-
quences follow if it turns out that women—as a group—are more adept at,
say, teaching, pediatrics, law, and veterinary medicine than at engineering,
computer programming, and automobile repair. The literature on gender
and vocation is complex, vibrant, and full of reasonable disagreements, and
it encompasses differences in interests and career preferences as well as in
innate abilities. There are sensible and fair-minded scientists on all sides.
They should be free to argue without being intimidated, silenced, or
compared to racists. 

In his classic essay, On Liberty, John Stuart Mill wrote about the hazards
of silencing dissident opinions: “If the opinion is right, [people] are
deprived of the opportunity of exchanging error for truth; if wrong, they
lose, what is almost as great a benefit, the clearer perception and livelier
impression of truth produced by its collision with error.”5 As readers will
see, the debate over women and science is still very much unresolved, and
we cannot yet separate error from truth.

It is regrettable that, without the benefit of the kind of free and open
debate Mill was advocating, we find the U.S. Congress and federal agen-
cies such as the National Science Foundation (NSF) and the National
Aeronautics Space Agency (NASA) moving ahead with ambitious reme-
dies to deal with the putative bias against women in the academic 
sciences. On October 17, 2007, a subcommittee of the U.S. House
Committee on Science and Technology convened to learn why women are
“underrepresented” in academic professorships of science and engineer-
ing and to consider what the federal government should do about it.6

All of the expert witnesses and every member of the committee,
Republican and Democrat, were in complete accord that sexist bias was
the reason there are relatively few women in university science. Nor was
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there much dispute about the remedy. The committee strongly supported
the solutions proposed by the National Academy of Sciences’ Beyond Bias
study. It recommended workshops to educate federal and academic 
personnel about unconscious bias and ways to combat it, and suggested
revisions to universities’ criteria for evaluating academic advancement. It
also urged federal agencies to conduct stringent Title IX compliance
reviews of math, science, and engineering programs. Those reviews are
already underway.7

Some of the authors included in this volume agree with the NAS study
and applaud Congress for its efforts to counter sex bias in academic science.
They point to studies that find little or no difference in the core cognitive
abilities of men and women; they reveal how exposure to sexist stereotypes
can undermine women’s performance; and they highlight the powerful
human tendency to divide the social world by gender—often unjustifiably
treating one sex as superior to the other. But other scholars believe that the
NAS efforts are premature and may do more harm than good. These
authors are not convinced that the scarcity of women in the hard sciences
is due to ongoing discrimination; they attribute the gender disparity to
characteristic gender preferences grounded in biological differences.

In arranging the conference and inviting the essays for this collection,
my AEI colleagues and I sought to find the best proponents of the 
various positions in the controversy. Our hope is that the conference and
the essays will inspire other educational institutions to encourage open
discussion of the causes of the numerical disparity. Members of Congress
might wish to convene hearings and commission studies in which both
sides of the debate are represented. Before initiating aggressive Title IX
reviews of physics, math, and engineering departments, and before pro-
viding more funding for programs to eliminate bias, we should be sure
that bias is the problem. 

As a philosophy professor and equity feminist in the classical liberal 
tradition, I am well aware of the long and sorry history of how alleged 
natural differences between men and women have been routinely and
casually interpreted by men as proofs of their superiority to women.
Often the claims of difference were absurd; but almost always, women
paid a heavy price. It is understandable that today many women and
men, keenly aware of that history, continue to react with suspicion to the
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suggestion that the sexes are in any significant way innately different.
Nevertheless, the corrective to the history of damaging bias is not more
bad science; it is good science, clear thinking, and open, fair-minded 
discussion. Hence, this collection.
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Notes

1. National Academy of Sciences et al. 2007.
2. ABC News 1995.
3. Ibid.
4. Hemel 2005.
5. Mill 1978, 16.
6. U.S. House of Representatives 2007.
7. See Tierney 2008 and Sommers 2008. 
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7

1

Why So Few Women in 
Math and Science?

Simon Baron-Cohen

It should go without saying that, along with most scientists I know, I would
like to see equal representation of women in all areas of employment, includ-
ing science and math. It distressed me greatly when I first became a Fellow of
Trinity College, Cambridge, known for its long tradition in math and science,
that of the two hundred or so fellows, only three were women. Like many
people I assumed that this lack of equality—which still distresses me—had
arisen as the result of some subtle form of discrimination or deterrent. The
most common sociocultural explanations put forward for this outcome were
some form of misogyny; a lack of same-sex role models for female applicants;
and insufficient support during key stages of career development for women
(especially with respect to pregnancy and childrearing). 

Having been in this environment for over a decade, I am persuaded that
any misogyny that may have existed is not currently evident, since the math
and science professors I have met are liberal and fair-minded. The absence of
same-sex role models remains a problem. In the math lectures, the sex ratio
is at least three to one (male to female); it must certainly feel strange to be a
female student in the minority, with the teachers also nearly all male. Similar
sex ratios among math students are seen in most universities. While this
might deter some women from joining these professions, however, it cannot
be the whole story; a sex difference is seen in math scores in high school in
the United States, long before such role-model factors at the university level

The author was supported by the MRC and the NLM Family Foundation during
the period of this work. 

 



have had a chance to operate. Figure 1-1 shows, for example, the average
scores on the SAT math test, year by year, from 1972 to 1997. Despite annual
fluctuations, males outperform females consistently.

Finally, regarding the third of these sociocultural factors, the role of
support around pregnancy and child care is much improved. In academia,
the job is not a nine-to-five regular office job, but typically offers flexible
hours. More fathers are involved in caring for their children, and parental
leave following the birth of a child is funded not just for women, but for
men, as well. In addition, more fellowships have been created just for
female applicants. So, without denying a long history of discrimination
against women, we can say that many of these sociocultural factors are
lessening in importance in today’s academic world. And yet, at higher levels
in universities, the ratio of men to women in math continues to be around
three males to every female. Why?

For me, the clearest clue regarding this sex ratio is the roster of winners
of the Fields Medal, which is often referred to as “the Nobel Prize of
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FIGURE 1-1
SAT-MATH TEST RESULTS 1972–97

SOURCE: Figure provided by Professor Steve Pinker with kind permission.
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mathematics” and awarded to the most outstanding mathematicians under
forty years of age. There has never been a female winner, despite this prize’s
having been awarded regularly since 1950. This fact has prompted me to
ask, what is going on at the extremes of the distribution of ability in math
and science? To end up with a sex ratio of one to zero among Fields medal-
ists, either the sociocultural factors are operating even more strongly in
extreme groups, or we need also to consider some nonsocial factors. To 
my mind, these nonsocial factors include what we could call (for short-
hand) personality type and biology. I will discuss each in turn and argue
that they are not mutually exclusive. A certain personality type (namely, 
one that is more strongly drawn to “systemize”) may, for partly biological
reasons, be more common in males. 

In making these arguments, I will be referring to average differences 
that are found in a small way when comparing males and females in the
general population. And I will also refer to a statistical property of the 
normal distribution that has massive effects at its extremes.1 Renowned
Harvard psychologist Steve Pinker reminds us of a surprising mathematical
property of the normal distribution (shown in figure 1-2): If two groups
(such as males and females) differ a bit at the center of the range (in their
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TWO GROUPS (SUCH AS MALES AND FEMALES)

DIFFER IN THEIR AVERAGE SCORES

SOURCE: Figure provided by Professor Steve Pinker with kind permission.
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means), then, because of the rate at which the slope of the curve falls off,
the differences between them will be huge at the extremes. So, with height,
for example, the two sexes differ by three inches on average. At five feet ten
inches, the sex ratio is thirty to one (male to female). In people just two
inches taller (six feet), the ratio jumps up to two thousand to one! 

We can see quite why this is happening in figure 1-3, which blows up
the portion of the distribution’s right-hand tail that is indicated by the 
magnifying glass in figure 1-2. It becomes apparent that the gap between
the sexes widens as we move to the extremes. This is a purely statistical
property: The rate at which the slope falls off is a negative exponential of
the square of the distance from the mean. 

Since the statistical rule applies to any continuous dimension that is
normally distributed, it will apply as much to psychological or personality
traits as to height or blood pressure. Which psychological traits might 
be relevant, we may ask, when we think of typical sex differences in 
the population relevant to aptitude in science and math? And could a 
small sex difference in the center of the distributions become much bigger
at the extremes? Finally, could these sex differences exist for partly biologi-
cal reasons?

10 THE SCIENCE ON WOMEN AND SCIENCE

FIGURE 1-3
AT THE EXTREMES, THE TWO GROUPS

(E.G., MALES AND FEMALES) DIVERGE MUCH MORE

SOURCE: Figure provided by Professor Steve Pinker with kind permission.
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Sex Differences in the General Population

There are interesting differences between the average male and female
mind. In using the word “average,” I am, from the outset, recognizing that
such differences may have little to say about individuals. As we will see, 
the data actually require us to look at each individual on his or her own
merits, as individuals may or may not be typical for their sex. The two 
relevant psychological processes in which we observe sex differences on
average are systemizing and empathizing. Empathy is less relevant to the
question about sex ratios in math and science, and is reviewed later.
“Systemizing” is the drive to analyze the variables in a system to derive the
underlying rules that govern its behavior. Systemizing also refers to the
drive to construct systems. Systemizing allows one to predict the behavior
of a system and to control it. I review the evidence indicating that, on aver-
age, males spontaneously systemize to a greater degree than do females.2

As systemizing is a new concept, it needs a little more definition. By a
“system” I mean something that takes inputs and delivers outputs. To sys-
temize, one uses “if–then” (correlation) rules. The brain focuses on a detail or
parameter of the system and observes how this varies—that is, it treats a
feature of a particular object or event as a variable. Alternatively, a person
actively or systematically manipulates a given variable. One notes the effect(s)
of performing an operation on one single input in terms of its effects
elsewhere in the system (the output). The key data structure used in system-
izing is [input–operation–output]. If I do x, a changes to b. If z occurs, p
changes to q. Systemizing therefore requires an exact eye for detail. 

As shown in table 1-1, the human brain can analyze or construct at least
six kinds of systems. Systemizing is an inductive process. One watches
what happens each time, gathering data about an event from repeated sam-
pling, often quantifying differences in some variables within the event and
observing their correlation with variation in outcome. After confirming a
reliable pattern of association—that is, generating predictable results—one
forms a rule about how a particular aspect of the system works. When an
exception occurs, the rule is refined or revised. Otherwise, the rule is
retained. Systemizing works for phenomena that are ultimately lawful,
finite, and deterministic. The explanation is exact, and its truth-value is
testable. (“The light went on because the switch was in the up position.”)
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Systemizing is of almost no use for predicting moment-to-moment changes
in a person’s behavior, but it is our most powerful way of understanding
and predicting the law-governed, inanimate universe. 

The relevant domains to explore for evidence of systemizing include
any fields that are, in principle, rule-governed. Thus, chess and football are
good examples of systems. As noted above, systemizing involves monitor-
ing three elements: input, operation, and output. The operation is what was
done or what happened to the input in order to produce the output. 

So, what is the evidence for a stronger drive to systemize in males?

• Toy preferences. Boys are more interested than girls in toy vehicles,
weapons, building blocks, and mechanical toys, all of which are
open to being “systemized.”3

• Adult occupational choices. Some occupations are almost entirely
male. These include metalworking, weapon-making, the manu-
facture of musical instruments, and the construction industries,
such as boatbuilding. The focus of these occupations is on creat-
ing systems.4

• Predominantly male disciplines. Math, physics, computer-science,
and engineering all require high systemizing and are largely male-
dominated. 

12 THE SCIENCE ON WOMEN AND SCIENCE

TABLE 1-1

MAIN TYPES OF SYSTEMS

Systems Examples

Technical A computer, a musical instrument, a hammer

Natural A tide, a weather front, a plant

Abstract Mathematics, a computer program, syntax

Social A political election, a legal system, a business

Organizable A taxonomy, a collection, a library

Motoric A sports technique, a performance, a musical technique



• Test scores. The SAT Reasoning Test (formerly the Scholastic
Aptitude Test and Scholastic Assessment Test), which is adminis-
tered nationally to college applicants in the United States, is, in
part, a test of math skills. Males on average score 50 points higher
than females on this portion of the test.5 Among individuals 
who score above 700 (out of a possible 800) points, the sex ratio
is thirteen to one (men to women).6

• Constructional abilities. On average, men score higher than women
in an assembly task in which people are asked to put together a
three-dimensional (3-D) mechanical apparatus. Boys are also 
better at constructing block buildings from two-dimensional
blueprints, and they show more interest than girls in playing 
with LEGO bricks, which can be combined and recombined into
an infinite number of systems. Boys as young as three years of age
are also faster at copying 3-D models of outsized LEGO pieces.
Older boys, from the age of nine years, are better than girls at
imagining what a 3-D object will look like if it is laid out flat, and
at constructing a 3-D structure from just an aerial and frontal view
in a picture.7

• The water-level task. Originally devised by the Swiss child psy-
chologist Jean Piaget, the water-level task involves a bottle that is
tipped at an angle. Individuals are asked to predict the water level.
Women more often draw the water level aligned with the tilt of
the bottle and not horizontally, as is correct.8

• The rod-and-frame test. The rod-and-frame test features a movable
rod inside a movable frame. As the frame is moved, the subject
is asked to adjust the rod to keep it in a vertical position. A per-
son whose judgment of vertical orientation is influenced by the
tilt of the frame is said to be “field-dependent”—that is, his or her
judgment is easily swayed by extraneous input in the surround-
ing context. One who is not influenced by the tilt of the frame is
said to be “field-independent.” Most studies indicate that females
are more field-dependent—that is, women are relatively more
distracted by contextual cues, and they tend not to consider each
variable within a system separately. They are more likely than
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men to state erroneously that a rod is upright if it is aligned with
its frame.9

• The embedded-figures test. Attention to relevant detail, which is a
general feature of systemizing and clearly a necessary part of it, is
superior in males. One measure of this is the embedded-figures
test. On average, males are quicker and more accurate than
women in locating a target object in a larger, complex pattern.10

Males, on average, are also better at detecting a particular feature
(static or moving).11

• The mental rotation test. The mental rotation test involves system-
izing because it is necessary to treat each feature in a display as a
variable that can be transformed (for instance, rotated) and then
predict the output, or how it will appear after transformation.
Again, men are quicker and more accurate than women in per-
forming the task.12

• Reading maps. Map-reading is an everyday test of systemizing 
in that it requires features from 3-D input to be transformed to
a two-dimensional representation. In general, boys perform at a
higher level than girls in map-reading. Men can also learn a
route by looking at a map in fewer trials than women, and they
are more successful at correctly recalling details about direction
and distance. This observation suggests that men treat features
in a map as variables that can be transformed into three dimen-
sions. When children are asked to make a map of an area that
they have only visited once, boys’ maps have a more accurate
layout of the features in the environment. More of the girls’
maps make serious errors in the location of important land-
marks. Boys tend to emphasize routes or roads, whereas girls
tend to emphasize specific landmarks (the corner shop, the
park, and so on). These strategies of using directional cues
versus using landmark cues have been widely studied. The
directional strategy represents an approach to understanding
space as a geometric system. Similarly, the focus on roads or
routes is an example of considering space in terms of another
system, in this case a transportation system.13
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• Motoric systems performance. When asked to throw or catch
moving objects (target-directed tasks), such as playing darts or
intercepting balls flung from a launcher, males tend to perform
better than females. In addition, men are, on average, more accu-
rate than women in their ability to judge which of two moving
objects is traveling faster.14

• The Systemizing Quotient. A questionnaire that has been tested
among adults in the general population, the Systemizing Quotient
includes forty items that ask about a subject’s level of interest in a
range of different systems existing in the environment, including
technical, abstract, and natural systems. Males score higher than
females on this measure.15

• Mechanics test. The Physical Prediction Questionnaire (PPQ) is
based on an established method for selecting applicants to study
engineering. The task involves predicting in which direction levers
will move when an internal mechanism of cogwheels and pulleys
is engaged. Men score significantly higher on this test than women.

Female Advantage in Empathy

We have summarized the evidence for a stronger interest in systems in
males, but there is also a body of evidence suggesting that females have a
stronger interest in and aptitude for empathy. As summarized below, sex
differences of a small but statistically significant magnitude have been
found by studies in a number of areas: 

• Sharing and turn-taking. On average, girls show more concern
for fairness in sharing, while boys share less. In one study, boys
showed a propensity for competition fifty times greater than
that of girls, while girls were twenty times more likely than
boys to take turns.16

• Rough-and-tumble play, or “rough-housing.” Boys engage in more
wrestling, mock fighting, and other such activities than girls.
While often playful, rough-housing can cause injuries or be

WHY SO FEW WOMEN IN MATH AND SCIENCE?  15



intrusive, suggesting that higher levels of empathy may tend to
discourage it.17

• Responding empathically to the distress of other people. Girls from the
age of one year show greater concern for others through sad looks,
sympathetic vocalizations, and comforting behavior than do boys.
More women than men report frequently sharing the emotional
distress of their friends and demonstrate more comforting behav-
ior, even toward strangers, than men do.18

• Using a “theory of mind.” As early as three years of age, little girls
are ahead of boys in their ability to infer what people might be
thinking or intending.19

• Sensitivity to facial expressions. Women are better at decoding 
nonverbal communication, picking up subtle nuances from tone
of voice or facial expression, or judging a person’s character.20

• Tests of empathy. Women score higher than men on questionnaires
designed to measure empathic response.21

• Values in relationships. More women than men value the develop-
ment of altruistic, reciprocal relationships, which by definition
require empathizing. In contrast, more men than women value
power, politics, and competition.22 Girls are more likely to
endorse cooperative items on a questionnaire and to rate the
establishment of intimacy as more important than the establish-
ment of dominance. In contrast, boys are more likely than girls 
to endorse competitive items and to rate social status as more
important than intimacy.23

• Disorders of empathy. Disorders such as psychopathic personality
disorder and conduct disorder are far more common among
males.24

• Aggression. Aggression can occur only with reduced empathizing.
Here again, there is a clear sex difference. Males tend to display far
more “direct” aggression (such as pushing, hitting, and punch-
ing), while females tend to show more “indirect” (relational,
covert) aggression (such as engaging in gossip, excluding others,

16 THE SCIENCE ON WOMEN AND SCIENCE



and making cutting remarks). Engaging in direct aggression may
involve a lower level of empathy than engaging in indirect aggres-
sion, while indirect aggression may call for better mind-reading
skills because its impact is strategic.25

• Murder. The deliberate taking of life is the ultimate demonstration
of a lack of empathy. Daly and Wilson analyzed homicide records
dating back over seven hundred years, from a range of different
societies. They found that “male-on-male” homicide was thirty to
forty times more frequent than “female-on-female” homicide.26

• Establishment of “dominance hierarchies.” Males are quicker than
females to establish forms of social organization in which mem-
bers compete over resources by means of aggression. Typically, a
dominance hierarchy is established by one or more individuals
pushing others around to become the leaders, which in part may
reflect lower empathizing skills.27

• Language style. Girls’ speech is more cooperative, reciprocal, and
collaborative than that of boys. In concrete terms, this difference
is reflected in girls’ ability to continue a conversational exchange
with a partner for a longer period. When girls disagree, they are
more likely to express their differing opinions sensitively, in the
form of questions rather than assertions. Boys’ talk is more 
“single-voiced discourse”—that is, the speaker presents only his
own perspective. The female speech style is more “double-voiced
discourse”—a girl will spend more time negotiating with her 
partner, trying to take the other person’s wishes into account.28

• Language abilities. Females have been shown to have better
language skills than males. It seems likely that good empathiz-
ing would promote language development,29 and vice versa,
so these factors may not be independent. 

• Talk about emotions. Women’s conversations involve much more
talk about feelings than men, while men’s conversations tend to be
more object- or activity-focused.30

• Parenting style. Fathers are less likely than mothers to hold their
infants in a face-to-face position. Mothers tend to go along with
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their children’s choices in play, while fathers are more likely to
impose their own choices. Also, mothers more often fine-tune
their speech to match their children’s understanding.31

• Face preference and eye contact. From birth, females look longer at
faces, particularly at people’s eyes, whereas males are more likely
to look at inanimate objects.32

Culture and Biology

At one year of age, boys strongly prefer to watch a video of cars going 
past, an example of predictable mechanical systems, than to watch a film
showing a human face. Little girls show the opposite preference. Girls 
also engage in more eye contact than boys at this age.33 Some investigators
argue that differential socialization may cause such sex differences, even at
a very early age.

While evidence does exist for socialization contributing to these differ-
ences, this is unlikely to be a sufficient explanation. Connellan and col-
leagues have shown that among one-day-old babies, boys look longer at a
mechanical mobile, which is a system with predictable laws of motion, 
than at a person’s face, an object that is next to impossible to systemize.
One-day-old girls show the opposite profile.34 These sex differences are,
therefore, present earlier in life than can be plausibly explained by social-
ization, raising the possibility that, while culture and socialization may 
to some extent determine the development of a brain prone to a stronger
interest in systems or empathy, biology may also play a part. Evidence 
supporting both cultural determinism and biological determinism is
ample.35 For example, one’s score on the Systemizing Quotient (SQ) ques-
tionnaire is positively correlated with the prenatal level of testosterone.36

Conclusions

We have reviewed much evidence suggesting significant sex differences in
the drive to systemize and empathize. While on some tests this is expressed
in terms of ability, my own view is that these differences are fundamentally
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a reflection of drives or interests rather than ability per se. That is, on aver-
age, more boys than girls are attracted to systems from an early age, and this
difference leads more boys to pursue activities (such as math or music or
skateboarding) that involve systemizing. Increased practice can lead to
stronger ability, but it remains plausible that these are primarily differences
in personality, with differences in ability being secondary. Equally, we have
reviewed evidence that, on average, more girls than boys are attracted to
people and the emotional lives of others, which involves empathizing. 

The causes of these fundamental differences remain unclear, but over
and above the role of experience and the postnatal environment (including
differences in socialization), candidates for prenatal biological factors that
may be implicated include both genetic differences and testosterone levels
in utero.37 We can find another clue that systemizing and empathizing may
have a partly genetic basis in the fact that in the neurodevelopmental con-
dition of autism, which is genetic, the drive to systemize is even stronger
than in the general population, while empathy is impaired. Indeed, it is
possible that autism exemplifies “extreme maleness.”38

The research reviewed above suggests we should not expect the sex
ratio in occupations such as math or physics ever to be fifty-fifty if the
workplace is left simply to reflect the numbers of applicants of each sex
who are drawn to such fields. If we want a particular field to have an equal
representation of men and women, which I think may be desirable for rea-
sons other than scientific, we need to put in place social policies that will
produce that outcome. 

Finally, and most importantly, the research teaches us that there is no
scientific justification for stereotyping, since none of the studies allows one
to predict an individual’s aptitudes or interests on the basis of his or her sex.
This is because—at risk of repetition—the studies only capture differences
between groups on average. Individuals are just that: They may be typical
or atypical for their group. Prejudging an individual on the basis of his or
her sex is, as the word “prejudge” suggests, mere prejudice. 
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Gender, Math, and Science

Elizabeth S. Spelke and Katherine Ellison

In all known cultures, and at all times in human development, gender has
mattered. Three-month-old infants look differently at male and female faces,
preferring faces of the gender of their primary caregivers.1 Young children
tend to choose other children of the same gender as friends2 and favor
objects and activities that children of their own gender endorse.3 Young
adults tend to gravitate to work practiced by people of their own gender,4

and older adults tend to evaluate more positively job applicants of the 
gender that predominates in their fields.5 It is not surprising, therefore, that
professions have tended to be segregated by gender all over the world, and
at all times in history. 

Some of this clustering must depend on social and historical factors,
because it varies over time and across cultures. Nursing and accounting were
once male-dominated professions in the United States, for example, but now
most American nurses and accountants are female. Some of the clustering
might depend, however, on biological factors. In most societies, academic
occupations tend to attract disproportionate numbers of males, especially in
the sciences. It is reasonable to ask whether men and women differ in the
cognitive aptitudes and motivations that make for success in these fields. 

These are questions that motivated the much-discussed remarks of
Harvard University’s former president, Lawrence Summers, in 2005, suggest-
ing that males have a genetic advantage in science and mathematics that
could account for their high representation in those fields.6 Following
Summers, we ask in this chapter whether this is true. In particular, we con-
sider three hypotheses that he advanced.7 Summers conjectured, first, that
males have a higher intrinsic aptitude for math and science, both on average

 



and at the high end of ability. Second, he suggested that males are more inter-
ested in objects and mechanics and are predisposed to work harder and more
intensely at math and science, among other pursuits. Third, he argued that
gender discrimination is countered by market forces and therefore plays little
role in accounting for the dearth of women in high-level professions. Our
review of research provides evidence against all three of these hypotheses. The
primary causes of the gender gap in academic science and mathematics, we
suggest, are social and historical rather than genetic and psychological. 

Gender Differences in Intrinsic Aptitude for Math and Science?

Symbolic mathematics and science are recent achievements on an evolu-
tionary time scale. Recursive natural number systems emerged only several
thousand years ago, and they may not be universal across today’s human
cultures.8 Geometric mapmaking is even more recent, and the formal unifi-
cation of numbers and geometry is less than four hundred years old.9 Any
capacity that is specifically adapted for formal mathematics and science,
therefore, cannot have evolved in humans; there are no genes for calculus or
thermodynamics. When children learn science and mathematics, and when
adults practice in these fields, they bring to bear systems of the mind and
brain that evolved to serve other functions. 

Research in cognitive psychology and neuroscience provides converging
evidence for three core systems at the foundations of mathematics and 
science: a system for representing small, exact numbers of objects (up to
three); a system for assessing and comparing large, approximate numerical
magnitudes (for example, about twenty); and a system for detecting geomet-
ric properties and relationships (especially Euclidean distance and angle).10

Each of these core systems emerges in human infancy and continues to 
function in children and adults in widely differing cultures.11 Each, moreover,
is shared by nonhuman animals, including primates, other mammals, and
even birds, and therefore has deep roots in cognitive evolution.12 In behav-
ioral experiments, these systems have been found to guide adults’ intuitive
reasoning about object mechanics,13 mental arithmetic,14 and geometrical
relationships.15 In experiments using functional brain imaging, they show
activation when adults or children solve problems in symbolic mathematics.16
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Furthermore, neurological patients with impairment of these systems show
associated impairments in symbolic mathematics and spatial cognition.17

Most importantly, each of these systems supports young children’s
learning of formal mathematics and science. Children use their core repre-
sentations of objects to learn the detailed mechanical properties of objects
and the system of verbal counting.18 They use their representations of 
large, approximate numbers to solve problems in symbolic arithmetic19 and
master its logical properties, such as the inverse relationship between addi-
tion and subtraction.20 And they use the system of geometric representation
to make sense of symbolic maps and higher mathematics.21

Although the three systems at the core of mathematical and scientific
thinking are relatively independent of one another at the start of life, they
become linked together during childhood. The linkages that support some
of the most important academic skills emerge before children begin school.
Children master verbal counting, at about age four, by connecting their
representations of small, exact numbers and large, approximate numbers 
so as to construct the system of natural numbers.22 They also begin to link
their representations of objects and geometry: Four-year-olds detect the
geometric relationships among objects in a set and use those relationships to
understand maps.23 These linkages provide highly useful and versatile tools
for mastering school mathematics and science.24

Armed with these findings, psychologists can investigate Summers’s first
hypothesis. We can ask whether boys outperform girls at tasks that tap any 
of the three core systems—that is, do boys show greater aptitude, either on
average or at high levels, for representing small numbers of objects, compar-
ing and operating on approximate numerical magnitudes, or detecting the
geometric properties of surface layouts and visual forms? Moreover, we can ask
whether boys have superior abilities to link the systems together so as to count
and navigate by maps. Let us consider the evidence bearing on these questions.

Object Representations. Since the pioneering research of Swiss psychologist
Jean Piaget, begun more than fifty years ago, psychologists have investigated
the capacities of human infants to represent objects. Experiments using 
simple behavioral methods or methods of functional brain imaging reveal that
infants perceive objects that are visible, remember objects that are hidden,
and make basic inferences about objects’ behavior. Infants infer, for example,
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that a moving block will not pass through a solid barrier, that it will move
when hit but will not move spontaneously, and that it will continue to exist
when it moves out of view.25 Importantly, infants’ object representations have
critical limits; for example, infants can represent up to three or four objects at
a time, but not more.

One experiment, by Feigenson and others, serves as an example. In this
study, ten-month-old infants were presented with two boxes, placed apart
from one another and beyond their reach. While each infant watched, the
experimenter placed two crackers in one box and three crackers in the other,
one at a time. Then the experimenter looked down and encouraged the infant
to crawl toward a box and “get the crackers.” Infants tended reliably to crawl
toward the box with three rather than two crackers. Subsequent experiments
showed that their choice depended on representations of the hidden objects
in each box, rather than representations of visible properties of the events
(such as a hand entering the box). Moreover, experiments showed that infants
chose the larger number only when both numbers were small: up to three.26

These findings allow us to ask whether male infants are better at represent-
ing objects than female infants. In an important review covering the first thirty
years of research on this topic, Maccoby and Jacklin concluded that male and
female infants and toddlers show equal interest in objects and equal abilities to
represent them.27 More recent studies of object representation in infants also
tend to show no sex differences, although one, comparing the number of
objects that infants can keep track of using Feigenson’s method, found a small
female advantage.28 Studies of infants, therefore, provide no evidence that males
have greater intrinsic aptitude for reasoning about the physical world.

This negative conclusion can be questioned on three grounds.29 First,
studies of infants tend to reveal what infants do spontaneously, but not what
they are capable of doing when pressed. It is possible that one gender would
show greater interest in objects and better understanding of their behavior
under conditions of high motivation and task demands. Second, such stud-
ies tend to focus on the capacities infants show on average, but they rarely
test enough of them to focus on performance at high levels. Third, these
studies can reveal genetically determined capacities that emerge early in
development, but not those that emerge later. To address these points, we
need methods to study the core system of object representation at later ages,
under conditions of greater task demands, and in larger populations.
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One useful task for this purpose is multiple-object tracking.30

Participants are shown an array of indistinguishable discs on a computer
screen and asked to attend to a subset of the discs that are indicated to them.
Then all the discs begin to move independently, while the participants 
continue to focus their attention on the previously designated subset. 
After some seconds, the discs stop moving, and participants report the 
positions of those in the tracked subset. Experiments using this method 
provide evidence that adults engaged in multiple-object tracking show 
the same abilities, and limits, as infants engaged in tasks of object represen-
tation; for example, adults cannot track more than three or four objects 
reliably.31 Moreover, the task requires high levels of effort. If males have a
genetic advantage at representing objects, therefore, they should track
objects more accurately. Because tracking performance has been shown to 
be highly malleable by experience with video games in adolescence 
and adulthood,32 we were especially interested in the performance of 
children on this task, spanning the ages when children first begin their 
formal education.

To test for sex differences in young children, we created a child-friendly
version of the multiple-object tracking task (shown in figure 2-1a) and
administered it to children ages four to eight years. Participants saw an 
array on a computer screen of eight black dots described as ladybug eggs,
and they were instructed to keep track of a subset of two to six eggs while
all the eggs moved independently around the screen. After ten seconds of
motion, the eggs stopped moving, two eggs turned into ladybugs, and
each child indicated which of the two ladybugs was in his or her tracked 
set. Children of all ages appeared highly engrossed by this task, and they 
performed quite well. When we compared performance of boys and girls,
both in the full sample and at the highest level, we found no sex differences
favoring males (see figure 2-1b). Boys and girls were equally able to perceive,
attend to, and remember objects in this challenging task. 

Numerical Representations. Research over the past thirty years provides
evidence that mathematical thinking depends, in part, on a universal, 
genetically based capacity to represent and reason about numerical magni-
tudes.33 This capacity gives rise to numerical representations with four 
fundamental properties: 
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• They are approximate and subject to a ratio limit on “discrim-
inability” (that is, for example, twenty can be discriminated from
forty about as easily as ten from twenty). 

• They are abstract and independent of modality and format
(twenty simultaneously presented visible dots can be com-
pared to thirty dots about as easily as they can be compared to
thirty sequentially presented sounds). 

• They are ordered (thirty is represented as more than twenty). 

• They can be transformed in accordance with the laws of 
arithmetic (ten dots can be added to ten dots to yield a repre-
sentation of approximately twenty dots). 
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FIGURE 2-1
DISPLAYS AND FINDINGS FOR THE TEST OF

MULTIPLE-OBJECT TRACKING

SOURCE: Authors’ diagram.
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The sense of number is present in human infants, as well as in pre-
school children and adults.34 A simple experiment conducted by Barth 
and others on preschool children illustrates its four key properties.35 In 
this study, children with no formal instruction in arithmetic were shown
animated computer displays involving visual arrays of dots, auditory
sequences of tones, or both. In some cases, one array or sequence was 
followed by another, and children were asked to compare them. In others,
three arrays or sequences were presented, and children were asked 
to add the first two sets together and compare the sum to the third set.
Figure 2-2a shows an example of a visual addition trial. On such visual
comparison trials, the middle event was eliminated, and the two sets of 
black dots appeared as a single quantity. On cross-modal trials, a black-dot
array was replaced by a sequence of sounds. On all of these tasks, preschool
children showed the same patterns of performance as adults tested with 
the same types of displays. Moreover, children’s performance paralleled
adults’ performance on similar tasks in which numbers appeared as Arabic
digits, tapping understanding of symbolic arithmetic.36

Given these findings, we can ask whether male and female infants or
preschool children differ from each other in their respective nonsymbolic
numerical abilities. In the large body of experiments on number sense in
human infants, no consistent sex differences have been reported. Because
studies of infants’ number sense are subject to the same criticisms raised for
studies of infants’ representations of objects, however, it is worth examin-
ing in more detail the task used by Barth and colleagues and shown in 
figure 2-2a.37 This task, which is highly engaging to preschool children, 
has revealed differences among them that are consistent and predictive 
of academic success. Furthermore, it has been presented to a sample of
children large enough to test not only for sex differences in average per-
formance, but in high performance. As figure 2-2b indicates, these tests
yield no sex differences at either level. Boys and girls appear to have equal
intrinsic aptitude for numerical representations and reasoning.

Geometrical Reasoning. Studies of geometrical representations and reason-
ing have a rich history in experimental psychology and neuroscience, and
their findings have figured prominently in discussions of cognitive sex differ-
ences.38 Studies of infants and young children reveal an early-developing 
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sensitivity to the geometry of both surface layout and visual patterns—a 
sensitivity that is shared by other animals, develops in animals under strong
genetic constraint, and is preserved in adults in diverse cultures.39

Two tasks have been especially useful in revealing this sensitivity. Using
the first, sensitivity to the geometry of the surrounding spatial layout has
been tested in animals by showing a hungry animal the location of hidden
food in a distinctively shaped chamber, disorienting the animal, and then
allowing the animal to search for the food. In this task, animals will only
find the hidden food if they can reorient themselves. A wide variety of 
animals reorient themselves and carry out the task by encoding, detecting,
and remembering the shape of the surrounding surface layout.40

Studies using a variation of this task reveal the same ability in human
adults and infants.41 In figure 2-3, children are introduced into a rectangu-
lar room with no landmark objects or surface markings. They watch as a
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FIGURE 2-2
DISPLAYS AND FINDINGS FOR THE TEST OF

NONSYMBOLIC ADDITION AND COMPARISON

SOURCE: Authors’ diagram.
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toy is hidden in a corner, and then turn slowly with eyes closed to induce
a state of disorientation but not dizziness; then they search for the toy.
Sensitivity to geometry is inferred from the location at which the child
searches for the toy. (The possibility of choosing one of the two geometri-
cally appropriate corners by chance is 50 percent.) In this task, both 
adults and children show high sensitivity to geometry, directing their 
search to the two geometrically appropriate corners.

The second task has been used by Dehaene and others to test sensitiv-
ity to geometry in visual forms in children and adults living in two cultures
in the United States and Brazil: in the metropolitan Boston area and in
remote villages in the Amazon, respectively.42 For this test, participants in
each trial view six geometric figures that differ in size and orientation. Five
of the figures share a single property not shared by the sixth, and partici-
pants are instructed to find the deviant figure (see figure 2-4a; the possibil-
ity of choosing the correct answers by chance is 17 percent). After many 
trials testing for a variety of geometric properties with the Boston and
Amazonian groups, two striking findings emerged. First, the overall level of
performance was influenced by culture and/or education: Boston adults
performed better than, collectively, Boston children, Amazonian adults
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FIGURE 2-3
FINDINGS FOR THE TEST OF SENSITIVITY TO

SURFACE LAYOUT GEOMETRY

SOURCE: Authors’ diagram.
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(who lacked any formal education), and Amazonian children; performance
of the last three groups did not differ. Second, all groups performed well
above chance but far from perfectly, and they showed a highly similar 
performance profile: Items that were relatively more difficult for Boston
adults were also more difficult for participants in each of the other groups.
These findings provide evidence that a core system for representing 
geometric properties and relationships develops universally in humans,
independent of formal instruction or other culture-specific experiences.
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FIGURE 2-4
DISPLAYS AND FINDINGS FOR THE TEST OF SENSITIVITY

TO GEOMETRY IN VISUAL FORMS

SOURCE: Authors’ diagram.
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The two tasks just described can be used to test whether males show
greater core spatial abilities than females. Because the reorientation task has
been used with infants in numerous experiments, investigators have asked
whether male infants reorient by geometry more effectively than female
infants. No study has found such a sex difference.43 To address Pinker’s 
suggestions as described earlier, we have also compared the performance 
of boys and girls at older ages and with larger samples, focusing both on
average performance and on the subset of children showing the highest per-
formance. As figure 2-3b shows, we found no significant sex differences
favoring males on this navigation task.

The geometrical form task of Dehaene and others serves as a further test
of possible differences in spatial ability between boys and girls.44 To this
end, we administered the task to groups of children and adults in Boston
and compared the performances of the two sexes, both on average and at
the highest levels. The findings of this analysis were clear and convergent
with those of the previous test: no sex differences favoring males on aver-
age or at the highest levels of performance (see figure 2-4b).45

Although boys do not outperform girls on this task, it remains possible
that a narrower pattern of sex differences will appear. Maybe boys are espe-
cially good at detecting certain kinds of geometrical properties, and girls are
better at detecting others. To test this hypothesis, we compared the detailed
performance of the two sexes across the forty-five items in this test. The
graph in figure 2-4c shows the proportion of boys and girls performing 
correctly on each item, with the items labeled x–z indicating marginally 
significant sex differences favoring girls (x and z) or boys (y). The compar-
ison revealed not only similar overall performance by boys and girls on this
task, but highly convergent performance profiles. No item on the test was
easy for one sex but difficult for the other. With proper statistical correc-
tions, no items yielded significant sex differences, and only three of the
forty-five items showed hints of a difference. Two of the three favored girls. 

The third, testing the geometric property of chirality—that is, the prop-
erty that distinguishes an object from its mirror image—favored boys. To
detect chiral objects, people often rotate one object into the same orienta-
tion as the other. Males tend to outperform females on mental rotation
tasks,46 even in infancy,47 and this sex difference often is taken as evidence
that males have higher overall spatial abilities. Our task replicated this 
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finding, but our results overall suggest a different conclusion. Males’ advan-
tage in detecting chirality is not indicative of a general male advantage in
geometrical reasoning. To the contrary, the core geometrical abilities of
males and females are highly similar. 

The Construction of Natural Numbers. Because the above findings sug-
gest that boys and girls are equally endowed with three core capacities at
the foundations of mathematics, we now ask whether preschool children
differ in their abilities to link core representations and develop two sym-
bolic cognitive skills that may be crucial for the mastery of academic 
science and mathematics: verbal counting and symbolic map-reading.

Between the ages of two and four years, most children come to master
the meanings of number words and the logic of the verbal counting rou-
tine.48 Mastery proceeds in a regular order. First children learn the ordered
list of counting words as a meaningless sequence. Then they learn the
meaning of one, then two, then three. Some continue learning further num-
ber words one by one, typically in order. Finally, however, children induce
the counting rule: They come to realize that each word in the list refers to
a set containing one more object than the set designated by the previous
word. Children vary in the speed with which they learn number words 
and make the critical inductive leap, and this variation is predictive of their
successful mastery of the elementary school mathematics curriculum.49

The most popular task used to assess children’s progressive understanding
of counting is the “give a number” task.50 Children are presented with a large
set of objects (for example, twelve toy fish scattered outside a toy pond) and 
are asked to count them. By age three, most children respond by reciting 
the number words in correct order up to ten. Then children are asked to 
produce a specific number of objects (for example, the experimenter asks the
child to “put three fish in the pond”). At three years, most produce the correct
number when asked for “one” or “two” but simply grab a handful of objects
(more than two) when asked for higher numbers in their counting list. Based
on his or her performance with different requested numbers, each child’s point
of progression through the process of learning counting can be assessed. As 
figure 2-5 indicates, boys and girls learn counting at roughly equal rates, show-
ing no male advantage either on average or among the best performers (those
who have mastered the largest number words).

GENDER, MATH, AND SCIENCE  35



Map-Reading. Children typically begin to understand and use maps at about
four years of age, and precursors to this ability may be found at younger
ages.51 Although most studies present children with maps whose colors and
shapes resemble those of the layout of objects they depict, a recent experi-
ment reveals that four-year-old children can also navigate by purely geomet-
ric maps, with no instruction or feedback given during the task.52

In this task, children view a simple map depicting three geometric
forms in a triangular or linear arrangement while facing away from an 
array of three containers forming a similar arrangement, but twelve times
larger and at a different orientation relative to the map. On each trial, the
experimenter points to a single location on the map and asks the child to
place an object in the corresponding container in the array. Across trials, 
the nature of the arrangement (isosceles triangle, right triangle, or line) and
its orientation vary. Sensitivity to geometry is reflected in the proportion of
objects placed at the geometrically specified locations. Children performed
this task well above chance (which is 33 percent of the objects placed 
correctly), yet with considerable variability. Once again, girls performed as
well as boys on average, and girls were at least as likely as boys to score at
the highest levels (see figure 2-6).53
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FIGURE 2-5
FINDINGS FOR THE TEST OF MASTERY OF

NUMBER WORDS AND VERBAL COUNTING

SOURCE: Authors’ diagram.
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Summary: No Male Advantage in Intrinsic Aptitude. Research on cog-
nitive psychology and cognitive neuroscience provides evidence for three
core systems at the foundations of mathematics and science. Core systems
for representing objects, numbers, and geometry emerge in human infants,
guide children’s learning over the preschool years, and support later mas-
tery of formal science and mathematics. In no case have male infants or
children been found to have a general advantage over females in any of
these core domains. Male and female infants and children perform equally
well on tasks tapping these core representations, both on average and at
high levels of achievement. 

Basic capacities to link these core systems emerge in the preschool
years, and they allow children to develop new cognitive skills that are
crucial for later academic success. One skill, verbal counting, provides a
foundation for learning arithmetic. Another, visual-symbol understand-
ing, provides a foundation for abstract learning in general. Girls and 
boys also show equal mastery of verbal counting and of one of the earli-
est visual symbolic skills—use of geometric maps—both on average and
at high levels. 

None of these findings supports Summers’s conjecture of a male advan-
tage in intrinsic cognitive aptitude for mathematics and science.
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FIGURE 2-6
FINDINGS FOR THE TEST OF MAP-BASED NAVIGATION

SOURCE: Authors’ diagram.
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Gender Differences in Intrinsic Motivation 
for Mathematics and Science?

Summers suggested that two genetically determined motivational differ-
ences between males and females may predispose the former to succeed in
mathematics and science. First, boys may tend to be inherently more inter-
ested in the physical world, whereas girls are more interested in the social
world.54 Second, men may be more motivated to work uninterruptedly for
long hours, thereby accepting more readily a career that places large
demands on their time. 

The self-reported interests and preferences of adults are consistent with
these conjectures. More females than males appear to be deterred by the long
work hours of many successful scientists and engineers, and more gifted
female students express an interest in professions involving work with peo-
ple.55 The expressed preferences and choices of adults cannot, however, be
presumed to reflect genetic differences between the sexes. Work patterns vary
widely across cultures and over historical time. In any society and at any age,
people tend to aspire to professions that they view as attainable and appro-
priate; often, these are the professions that are practiced by other people like
themselves.56 As the gender composition of a profession changes, therefore,
so does the gender composition of the students who seek to join it. When
most U.S. physicians were male two generations ago, for example, so were
most applicants to U.S. medical schools. Today, as many more women have
come to practice medicine, the numbers of female students expressing an
interest in this field have soared. Given the low numbers of senior women
physicists and mathematicians today, it is likely that this social force now
operates to reduce female students’ interest in these fields. Nevertheless, the
possibility exists that genetically determined gender differences in motivation
contribute to the gender gap in mathematics and science. 

To test this possibility, motivational variables must be identified that 
are genetically determined, in part, and invariant across human cultures—
core motivational systems that parallel the core cognitive systems described
in the previous section. Moreover, tests for these variables must be admin-
istered to children, and performance on them must be related to later
academic outcomes. If a given motivational variable predisposes people to
successful careers in math or science, then children who score higher on
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this variable should show greater achievement in academic mathematics
and science. Finally, these tests must be administered to young boys and
girls, whose performance can be compared.

In the fields of developmental and educational psychology, few tests of
temperament or motivation meet these conditions. Although males and
females show reliable differences on some motivational and temperamental
variables, most motivational patterns are not stable within a person (for
example, the same person may be hardworking at some times but not at
other times) or social context (for example, the same person may work hard
at sports but not at academics), and many differ as a function of culture or
experience.57 Temperamental variables that both vary by sex and remain
stable as people develop58 tend not to be strongly predictive of academic
success. For example, males typically are found to be more aggressive than
females, and to display different patterns of competition and cooperation.59

Because the practice of science is spurred by both competition and collab-
oration, however, it is not clear whether these differences yield differential
advantages for one sex. As a second example, it has been reported that
women have greater empathy and interest in social relationships than
men.60 There is no evidence, however, that greater empathy leads to lesser
success in mathematics or science. Most research on sex differences in
motivation, therefore, does not speak to Summers’s hypothesis. 

Nevertheless, psychologists have investigated one personal characteris-
tic that meets all of the requirements mentioned above: self-regulation. The
development of self-regulation has been studied intensively since the pio-
neering research of Walter Mischel that began many decades ago.61 Mischel
devised a simple test of self-regulation that can be applied to both adults
and young children. Participants are given a choice between a small reward
now and a larger reward at a later time. For example, a child might be given
the option of eating a single marshmallow without delay or receiving a plate
of marshmallows at an unspecified later time. The experimenter leaves one
marshmallow with the child, exits the room, and measures how long the
child waits before consuming it and forgoing a larger, future treat. 

Research reveals large individual differences on such tasks, at all ages
tested. Moreover, the individual differences are stable over development:
Children who show the greatest capacity for self-regulation at young ages
will continue to do so at later ages.62 Most important, these individual 
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differences, measured in childhood, predict later academic success, not only
in elementary school but in high school and college. In a recent study, delay
of gratification predicted academic success better than a standard measure of
IQ.63 Even after college, people who delayed gratification longer as children
tended to be more successful in their careers.64 Success in academic science
and mathematics requires major investments of time and effort in one’s
studies, and sacrifices of present pleasures for future rewards. If males do,
indeed, have a genetic advantage in motivation for science, we might expect
them to perform better than females on tests of this motivational pattern.

They do not. Most studies of self-regulation report no significant sex
differences in children or adults. A recent meta-analysis did find a small 
sex difference that was stable over age, but the difference favored females.65

Girls were slightly more likely than boys to demonstrate the only motivational
pattern that has been shown to be developmentally invariant, robust over
variations in experience, and predictive of later success in academic pursuits.

Toward an Understanding of the Gender Gap

The research described above supports two conclusions. First, boys and
girls are equally endowed with the core cognitive abilities that we harness
when we learn and reason about math and science. Second, boys and girls
are equally likely to show self-regulatory abilities that predict academic
success. In light of these conclusions, it should not be surprising that female
students today perform at least as well as male students in all school
subjects, including math and science, through high school and college.66

All these findings undermine the hypothesis that males are intrinsically
better suited to math and science.

These findings, however, raise two questions. First, if males and females
have equal cognitive and motivational predispositions for academic careers
in math and science, why are there more men than women in these fields?
This question is particularly acute in light of Summers’s third hypothesis
regarding sex differences: If no sex differences in abilities exist, then market
forces should tend to equalize the sex ratio as employers compete for the
most able candidates. Second, if males and females are so convergent in
their cognitive capacities and motivational patterns, why do so many
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psychologists and laypeople believe otherwise? Briefly, we consider two
partial answers to these questions, which tend to undermine Summers’s
third hypothesis. First, humans are predisposed to divide the social world
by gender, whether that division is warranted or not. Second, humans are
predisposed to naturalize their current social arrangement, overemphasiz-
ing its biological roots. 

When a new baby is born into a family or community, one question
towers over all others: Is it a boy or a girl? When adults encounter new
people, our attention to most of their attributes varies by social context,
even for genetically determined attributes such as race, but our encoding of
gender appears to be mandatory.67 Adults are not alone in their preoccu-
pation with gender. As we noted, infants as young as three months respond
to gender in faces, and children as young as three years prefer to associate
with others of the same gender. Interestingly, three-year-old children 
systematically choose to engage in activities that are practiced by other
children of their own gender, relative to activities practiced by children of
the opposite gender, even when the activities have been randomly assigned
to the two genders.68 These findings suggest that humans view gender as 
a highly important aspect not only of human biology, but of human
psychology and social roles. Adults’ tendency to choose professions in
which their own gender is well represented may stem from predispositions
that originate early in development.

This predisposition can bias our perceptions of others and of ourselves.
Adults who are told that an infant is male attribute different physical prop-
erties, psychological capacities, and emotions to that infant than those who
are told an infant is female, even if the labels are wrong.69 Parents expect
their male infants to have greater motoric abilities than their female infants,
even on dimensions on which infants of the two sexes show objectively
equal performance.70 Orchestra boards appear to hear different qualities in
the music of an auditioning applicant if they know the applicant’s gender,
for more female musicians are hired when auditions are gender-blind.71

Similarly, reviewers of articles submitted to scientific journals accept fewer
articles whose first authors are female when they are informed of the iden-
tity of the authors,72 and academic faculty members look less favorably on
the curriculum vitae of a prospective faculty member when the name of the
candidate is female.73 Finally, students who are reminded of their gender
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before taking an academic test are more likely to perform in accordance
with gender stereotypes.74 Deep-rooted beliefs in psychological gender dif-
ferences can become self-fulfilling prophecies.

Gender disparities in academic professions are perpetuated by a further
problem faced by those who evaluate students and select and promote
faculty: It is often difficult to distinguish what is typical of a profession 
from what is necessary to the practice of the profession. When social factors
create imbalances in the groups that practice a profession, characteristics 
of the dominant group may be taken, erroneously, as predictors of profes-
sional competence.75

In 1998, Andrew S. Winston discussed a compelling example of this
mistake in a historical analysis of recommendation letters written by E. G.
Boring for his Jewish students. For three decades beginning in the 1920s,
Boring was the dean of American experimental psychology and director of
the Psychology Laboratory at Harvard University. During that period, there
were few women or Jews in American academic psychology. Indeed,
Harvard did not grant PhDs to women, although it did accept Jewish
students. Boring mentored a number of Jewish graduate students, and he
explicitly disavowed any form of discrimination. Each student, he insisted,
should be evaluated solely on the basis of his individual merits. 

Nevertheless, Boring’s Jewish students rarely attained prestigious aca-
demic positions, and Winston’s analysis of his letters of recommendation
suggested one reason why. Even when Boring described a student as the
brightest and most productive of his cohort, he was apt to lament that the
candidate’s personal characteristics would hinder his performance. The
letters written by Boring and his colleagues included numerous examples of
Jewish candidates being thought to suffer from “the defects of [their] race”:
A candidate might be described as too “talkative,” too “aggressive,” or too
apt to display “characteristic Jewish eagerness.” These characteristics, it was
suggested, would reduce the student’s effectiveness as a scientist, teacher,
and academic colleague. 

Today, Jews are no rarity on academic faculties, and so it is easy to spot
the error in Boring’s thinking. In his day, successful American scientists
tended to be upper-class Christian men. They were raised in a culture that
encouraged them to speak softly, pause before answering questions, and 
let other people finish their sentences. It was natural to believe that these
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qualities were germane to the success of their science—that science requires
the deliberative and dispassionate attitude typified by Christian temper-
ance. These assumptions seem less reasonable today, in the multicultural
world of contemporary science.

The influx of substantial numbers of women into science began later
than that of Jews, and it has not progressed as far. Because most scientists
and mathematicians are men, personal qualities that are stereotypically or
predominantly male tend to predominate among them. Practicing scientists
may tend to show characteristically male patterns of cooperation and com-
petition, not because these patterns foster better science but because they
are more common in men. Practicing mathematicians may also tend to use
cognitive operations such as mental rotation more often than cognitive
operations such as algebraic calculation, not because the former operations
are inherently superior but because they are more prevalent in males. 

Winston’s analysis suggests a different interpretation of Baron-Cohen’s
findings relating motivational differences between males and females to 
differences in their orientation to science. Baron-Cohen has hypothesized
that males are genetically predisposed to “systemizing” and females to
“empathizing,” and that these differing predispositions account for the
greater success of males in science and mathematics.76 Evidence in support
of the first hypothesis is scarce, but even if it were true, we should be wary
of the second. If individuals high in empathy were found to be rarer among
mathematicians than among homemakers, this relationship might occur
not because empathy hinders progress in mathematics, but because most
practicing mathematicians are men, with a host of characteristics that are
more typical of their gender. Only research, or a changing social world, will
allow us to sort out the true ingredients of scientific aptitude from its inci-
dental correlates.

In summary, two deep-rooted psychological tendencies conspire to
work against the market forces that Summers viewed as antidotes to hiring
inequities. First, humans are predisposed to organize the social world by
gender, even in situations in which no relevant gender differences exist.
Second, humans are predisposed to naturalize our current social arrange-
ments, confusing the features that are typical of the members of a profes-
sion with those that are necessary for success in the profession. Both 
tendencies are apt to impede the progress of women in science.
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Conclusions and Prospects

Our review of the evidence pertaining to Summers’s conjectures seems to
support a set of negative conclusions: There is no evidence for a male
advantage in intrinsic aptitude or motivation for mathematics and science,
and no reason to expect that market forces would have corrected gender
inequities in these fields. The negative conclusions stem, however, from a
wealth of new and exciting findings concerning the genetic basis of human
cognition at its highest levels. Contrary to the claims of social construc-
tionists, mathematics and science are made possible, in large part, by a set
of cognitive and motivational systems that are shaped by natural selection,
that emerge early in human development, and that educated adults contin-
ue to call on when we reason about the world around us. Here we agree
with Pinker that the mind has an intrinsic structure that shapes human
thought and action.77 This intrinsic structure goes a long distance toward
explaining both our achievements and our limitations.

If the mind is not a blank slate, then surely it is reasonable to ask, as do
contributors to this volume, whether genetic differences in aptitude for the
sciences could account for the scarcity of women in some scientific fields.
Surely the answer could be yes; the pressures of sexual selection could have
driven male and female cognitive abilities and motivational dispositions
apart, just as they have driven apart the coloration of peacocks’ feathers or
the courtship activities of elephant seals. Summers’s conjectures are worthy
of serious consideration.78

In this chapter, we surveyed this evidence and  reject Lawrence
Summers’s conjectures. Research on the cognitive foundations of mathe-
matical and scientific reasoning, and on the motivational patterns that bring
academic success, suggests that natural selection has worked to produce
convergence, not divergence, of men and women. The convergence in core
cognitive and motivational patterns is deeply interesting, and it may carry
important insights into the nature of human cognitive evolution. In the
context of present debates and pragmatic concerns, however, it supports a
simple message: Academic mathematics and science will be best enhanced
if institutions work to reduce bias and barriers to women, opening the
doors of the academy to the most talented scientists of both genders.79
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A History of Structural Barriers to
Women in Science: From Stone 

Walls to Invisible Walls

Rosalind Chait Barnett and Laura Sabattini

Where are the women in science? This oft-repeated question is still being
asked today, especially with regard to the presence of female tenured profes-
sors at elite universities. Some answers echo age-old rationalizations for
women’s relatively poor performance in the field: History tells us that
women have never made significant contributions to math or science;
women are innately ill-equipped for high-level math and science careers;
women who pursue demanding careers in science will jeopardize their 
well-being and that of their families. Some answers, however, are different,
reflecting both societal changes and recent empirical data. For example, new
evidence suggests that women’s chances for success in science depend on the
structure of the organization within which they work.1 Women scientists are
more likely to hold high-level leadership positions when working outside
the hierarchical worlds of the academy and large scientific establishments. 

A great deal can be learned about women’s continuing lack of success in
some fields of science and scientific establishments by taking a historical
perspective. By situating women’s experiences through time and noting how
opportunities in scientific fields have shifted based on social norms, as well
as on educational and organizational structures, we can then focus on steps
that may help overcome the barriers that remain. 

We begin this chapter with the golden age of science: the European
Renaissance. What was the situation for women in the fourteenth to 
seventeenth centuries, when scientific endeavors were flourishing all 

 



across Western Europe? Subsequently, what was their situation in early 
nine-teenth-century America, when educational opportunities were expand-
ing, especially for young males? What has been the trajectory of American
women scientists’ access to education, employment, and recognition
throughout the nineteenth and twentieth centuries? And, finally, what is the
situation for women in science today, and how might it be improved in the
light of lessons from the past?

Renaissance Men and Science

Why should a serious discussion of the relative absence of women in science
today start with a discussion of the Renaissance? Surely, so much has
changed since then that insights from that long-ago period would appear to
be of little use today. Nevertheless, some of the current rationalizations for
the situation of women in science are strikingly similar to those offered in
the past. 

Arguably, the blossoming of science in Europe was at its peak during the
fourteenth to seventeenth centuries. A fundamental transformation in scien-
tific ideas took place in such fields as physics, mathematics, physiology,
astronomy, and biology, both in institutions supporting scientific investigation
and in the more widely held picture of the universe. As a result, the scientific
revolution that occurred during the Renaissance is generally viewed as the
foundation of modern science, and many of the scientists who lived during
that incredible period are household names today, four centuries later: 

• Leonardo da Vinci (1452–1519) was born just outside Florence,
Italy. His work covered four main disciplines: painting, architec-
ture, the elements of mechanics, and human anatomy and 
physiology. Over his lifetime, he produced numerous studies on
such diverse subjects as nature, flying machines, geometry,
mechanics, municipal construction, canals, and architecture, and
he designed structures ranging from churches to fortresses. His
studies contained designs for advanced weapons, including a
tank and other war vehicles, various combat devices, and sub-
marines. Da Vinci also produced detailed anatomical studies,
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which he recorded along with much of his other work in metic-
ulously illustrated notebooks. 

• Nicolaus Copernicus (1473–1543) is said to be the founder of mod-
ern astronomy. Copernicus was a Polish astronomer and mathe-
matician and a proponent of the view that the Earth was in daily
motion about its axis and in yearly motion around a stationary sun.

• Galileo Galilei (1564–1642) has been called the “father of mod-
ern observational astronomy,” the “father of modern physics,”
and the “father of science.” An Italian physicist, mathematician,
astronomer, and philosopher, his achievements included the first
systematic studies of uniformly accelerated motion, improve-
ments to the telescope, a variety of astronomical observations,
and support for Copernicanism. Galilei’s experiment-based work
represented a significant break from the abstract Aristotelian
approach of his time.

• Johannes Kepler (1571–1630) was another important astronomer.
He was the founder of “celestial mechanics,” formulating the
three laws of planetary motion and explaining how the tides were
influenced by the moon. Moreover, in addition to his theories on
the structure of the universe, Kepler made significant headway
into the field of optics. His publication, Stereometrica Doliorum,
provided the basis for integral calculus, and he also made impor-
tant advances in geometry.

• René Descartes (1596–1650) is considered one of the preeminent
Western philosophers of the Renaissance and beyond. During his
lifetime, he was just as famous as an original physicist, physiolo-
gist, and mathematician.

• Gottfried Leibniz (1646–1716) was a German mathematician,
philosopher, and logician who is probably best known for 
having invented (independently of Sir Isaac Newton, below) dif-
ferential and integral calculus.

• Sir Isaac Newton (1642–1727), a mathematician and physicist,
has been regarded for almost three hundred years as the founder
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of modern physical science and called the foremost English
mathematician of his generation. He made major contributions
to chemistry and mechanics, and, in mathematics, he laid the
foundation for differential and integral calculus. Newton’s work
on optics and gravitation made him one of the greatest scientists
the world has known. 

• Remarkably, three famous mathematicians were born within
three years of each other. Pierre de Fermat (1601–65) is thought
of today as one of the greatest mathematicians and perhaps the
most famous number theorist who ever lived. French scientist
Gilles Personne de Roberval (1602–75) developed powerful meth-
ods in the early study of integration. Finally, Bonaventura
Francesco Cavalieri (1598–1647), an Italian mathematician,
made major contributions to geometry and calculus.

The fact that not one of these superstar scientists was a woman is not lost
on those who point to the historical record as proof that women do not have
what it takes to achieve the pinnacle of success in math and science. Is it fair
to conclude that the absence of women scientists during the Renaissance is
due primarily to their lack of ability, motivation, or drive? To answer this
question, we need to look at what was happening to women during this 
historical period. 

Renaissance Women and Science

Ironically, as they watched the lives and rights of their husbands, sons, and
brothers expand during this period, women’s lives contracted. At the height
of the Renaissance, when science was flourishing, a woman generally had
only four life options: to enter into a marriage, often arranged; to enter a
convent; to work as a maid; or to become a prostitute. To put these options
into context, consider that during the late fifteenth century, only approxi-
mately half of all eligible young Venetian women married. The prices of
dowries paid to prospective husbands escalated, so to conserve their 
family fortunes, parents prohibited their daughters from marrying. A 
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marriage dowry might be as much as 400 percent higher than the fee to join
a convent.2

For daughters of the ruling class, only the first two life options were
available. Young patrician girls were routinely sent away to convents to be
educated and kept secure until good marriages could be arranged for them;
many stayed. Indeed, many women, wealthy or not, chose to live out their
lives in convents. One reason was the fear of dying in childbirth. Not sur-
prisingly, convent life thrived throughout Europe.

A modern-day comparison gives a sense of how prevalent convent life
was during the Italian Renaissance. Sixteenth-century Venice, a city with a
population of 86,000, had fifty convents and about three thousand nuns.3

The town in which one of the authors lives has a population of about
10,000—roughly one-tenth that of sixteenth-century Venice—served by one
grocery store, one drugstore, and one auto-mechanics shop. This little town
would have to have five convents to be proportionate to the number in
Venice during the Renaissance.

What were young Renaissance women taught behind the stone walls of
their convents? Generally, they studied poetry, music, embroidery, and other
skills useful for managing a household. Some were taught art, others singing,
but science was certainly not part of their instruction. Why would it be?
Cloistered as they were, these women had no possibility of participating in
the scientific life of the times. 

Consider how different the story of science might have been if half the
sons of the ruling classes were, as youngsters, sent away to spend their lives
behind stone walls, while their sisters were free to pursue their intellectual
interests. 

An important premise of social psychology offers insight into some of
the long-term consequences of this extreme sex segregation in science.4

According to social role theory, when occupations and other social roles
(such as family roles) are segregated by sex to the extent that science was
during the Renaissance, it is human nature to infer that something inherent
about each group predisposes them toward these roles—in this case men
had a predisposition toward science that women clearly did not possess.
Even today, we hear various explanations of how women might be inher-
ently different from men with respect to math and science ability. Some point
to differences in genetic makeup, others to hormonal differences, others to
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differences in brain structure, and still others to differences in motivation.
Most of these “difference” advocates fail to acknowledge the role of differ-
ences in opportunities, social norms, and expectations that surely account-
ed, in large part, for the dearth of women scientists in the Renaissance, and
in all likelihood account, at least in some part, for the underrepresentation
of women in leadership positions in science today.5

Before moving on to discuss the persistence of these social differences
into modern times, we offer two brief vignettes, one having to do with
Galileo Galilei, the other with Leonardo da Vinci. Galileo, one of the most
illustrious of the Renaissance scientists, had three illegitimate children: 
two daughters and one son. Of the three, his eldest, Virginia, was the only
one who “mirrored his own brilliance, industry, sensibility, and virtue,” and
was, in his words, “a woman of exquisite mind.”6 Galileo deemed her
unmarriageable because he had not married her mother, so when she was
thirteen, he placed her and her twelve-year-old sister in a convent, where
they lived out their lives in poverty and seclusion. In contrast, his son was
legitimized by fiat by the grand duke of Tuscany and went off to study law
at a university. 

Illegitimacy also plays a central role in the second vignette. Leonardo da
Vinci was the illegitimate son of a twenty-five-year-old notary and a peasant
woman. Had he been born a girl, like Galileo’s daughters, he would most
likely have been deemed unmarriageable and sent off to spend his life
behind convent walls. Bereft of congenial social norms, high expectations,
and support, even this most gifted of scientists would not have been able to
develop his talents. 

Access to Education for American Women in Science

Convent life never took hold in non-Catholic America as it did in pre-
Reformation Europe. Although there were no stone convent walls to limit
women’s access to science education in the United States, women found
themselves kept out of higher education by the stone walls of male-only 
colleges and universities. During the seventeenth and eighteenth century 
in our history, education was largely the preserve of sons of wealthy families
who were being prepared for the ministry. 
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An important and recurring rationalization for limiting girls’ access 
to education was that learning would have serious negative effects on 
their reproductive capacity. Medical wisdom during the Victorian era (mid-
nineteenth to early twentieth centuries) held that learning to read would
damage women’s ovaries. Echoes of such concerns can be heard today in the
rationalization that managing a career and family negatively affects women’s
(but not men’s) health, and that women don’t have the physical stamina to
pursue demanding work at the highest levels in math and science.7

Until the early nineteenth century, girls’ education was, for the most
part, restricted to informal learning at “Dame Schools,” where instruction
was offered by female teachers to very young boys and girls, usually in 
the teachers’ homes. Young girls were taught basic reading and writing,
embroidery, and other “feminine” skills. Beginning in the mid-1820s, 
however, the United States rapidly became the world leader in public and
private education for girls and women. Although they continued to be
excluded from the science education offered by the male-only colleges,
women could take advantage of a proliferation of popular books and text-
books written for them by both men and women on such subjects as
botany, chemistry, and geology.8

The sales figures for these books reflected an enormous audience 
hungry for them. Conversations on Chemistry (Marcet 1806) went through
more than fifteen editions in the United States before 1860; Familiar
Lectures on Botany (Phelps 1829) went through at least seventeen editions
and sold over 275,000 copies by 1872; Introduction to Botany, in a Series 
of Familiar Letters (Wakefield 1796) had at least nine English editions by
1841. Apparently, women’s interest in pursuing science, although severely 
hampered by the restrictive educational and social norms of the times, was
not deterred.9

Over the following decades, women’s opportunities for access to educa-
tion in science increased, but not as much as one would have imagined,
given their interest and what seemed like promising opportunities. One of
the most striking examples of the failure of women to increase their repre-
sentation in science education occurred after World War II. Following the
passage of the G.I. Bill, veterans were granted preferential treatment at all
educational institutions, including women’s colleges, and at all levels of the
education system. As a result, the number of males earning PhDs in the post-
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war period skyrocketed, while the figures for women did not appreciably
change. Indeed, women were often rejected from PhD programs to accom-
modate male veterans who, although deserving of special consideration, may
have been less able and less qualified.10

Employment for Women Scientists

In the nineteenth century, women’s access to education and opportunities for
employment in science were greatly enhanced by the advent of the women’s
colleges, as is well documented in the encyclopedic historical work of
Margaret Rossiter (1982, 1995), upon which we rely for much of the mate-
rial in this section.

The mid-1800s saw the opening in the United States and elsewhere of
several such colleges, many of which offered extensive courses in the sci-
ences, especially astronomy, botany, and chemistry.11 These schools pros-
pered, and women graduates were often hired on as teachers of the next
generation. The limited opportunities for employment in science came,
however, at a considerable personal price. All women college faculty had 
to be single; if they decided to marry, they had to resign—a practice that in
some parts of the Western world continued well into the twentieth 
century.12 Once again we see a clear manifestation of the belief that women
could not handle both professional and family responsibilities. In addition,
the women’s colleges had very heavy teaching loads, precluding faculty
from conducting publishable research. Nevertheless, these were the best
jobs to which women could aspire in science and, according to Rossiter,
women were happy to have them.13

The employment situation for women in science took a turn for the
worse in the early twentieth century as the women’s colleges began to focus
on increasing their prestige. One important step was to require faculty
members to have PhD degrees; another was to recruit male faculty. To
attract male applicants the colleges had to offer strong incentives, including
no restriction on marriage; indeed, young married men with families were
preferred candidates. The men were also offered reduced teaching loads,
higher salaries, college-funded support for their research, and allowances
for family living expenses. 
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This two-tier hiring system produced several negative consequences 
for women faculty. First, few women scientists at the time had doctoral
degrees, because most European and U.S. universities refused to allow
women to matriculate into their graduate schools. Even after some graduate
schools opened their doors to women, beginning in the 1890s, not all 
were so welcoming. Indeed, Princeton, New York University, and Harvard
did not grant women PhDs until the 1960s. Second, male faculty began pub-
lishing research, whereas women science faculty, still burdened by lack of
support and heavy teaching schedules, did not. Finally, women’s colleges
ceased to be the primary employer for women scientists; their mission
became to educate women scientists, not hire them. 

Eventually some barriers fell, but others arose. For example, as the 
marriage ban was phased out (as was the pregnancy ban), anti-nepotism
rules took hold. A woman scientist married to a male scientist would not 
be hired by the same department and was often refused employment at 
the same college or university. The result was that many highly educated,
married women scientists could not find employment, especially in small
cities and towns with only one academic institution. 

Anti-nepotism rules were succeeded by the “two-body problem” in the
hiring of women for academic positions in science, and it remains a barrier
to their advancement in the field today. Simply stated, when one partner in
an academic couple is offered a position at a university, the other spouse
(typically the woman) also needs to find appropriate employment. Rarely 
is it possible to place two high-level academics at the same university.
More often than not in such situations, the female is offered no position or
a position at a lower level than the one she left. Thus, relocation is often
beneficial to the male in the couple and detrimental to the career advance-
ment of the “trailing spouse.” 

In these myriad ways, the academy has not been a hospitable employer
for women in science, having erected too many structural barriers—too
many unscalable walls—some of which remain today.14 Many who could
leave the academy did so. Indeed, the best-known women scientists of 
the twentieth century were not members of any academic faculty. They
included Margaret Mead, who was never offered a tenured position and
worked for most of her professional life at the American Museum of Natural
History; Rachel Carson, perhaps the most influential woman scientist of the
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century, who supported herself by writing books, including the international
bestseller, Silent Spring; Barbara McClintock, a cytogeneticist, who was
denied tenure at the University of Missouri and went to work at Cold Spring
Harbor Laboratory, where she won the Nobel Prize in Physiology and
Medicine; and Dian Fossey, who completed her groundbreaking fieldwork
with gorillas in Rwanda before getting her doctoral degree.

Data collected over the past twenty years have shown that, despite
increasing numbers of women with science and engineering degrees, gen-
der representation in the academy remains uneven, with men still outnum-
bering women at all faculty levels.15 Recent research suggests that, even
today, women scientists’ chances for advancement in the academy and other
hierarchically organized scientific establishments are relatively poor. Women
employed full-time in academia are less likely than men to be tenured and,
on average, they earn less than their male counterparts.16 Furthermore,
women are less likely than men to be employed at the highest-tiered 
academic institutions.17

According to a comparative study by Laurel Smith-Doerr, biotechnology
firms with flatter, more interconnected forms of organization are better
workplaces for female scientists. Smith-Doerr found that for male scientists,
the odds of achieving supervisory rank were unrelated to the structure of 
the organization in which they worked. In contrast, for female scientists,
organizational structure made an enormous difference: Females in biotech
firms were eight times more likely than their male counterparts in hierarchi-
cal settings to have supervisory positions.18 Similarly, Lois Joy found few dif-
ferences in the advancement opportunities of women and men scientists
employed in the industrial and health-care sectors in the United States.19

How can we account for these differences between academia and indus-
try? One explanation is that networked organizations rely on partnerships
to succeed and are more flexible and transparent than hierarchical organi-
zations. As a result, advancement is based on input from a wide range of
people rather than a few, as is typical in hierarchical organizations, provid-
ing fewer chances for sexism to thrive and more opportunities to create
work environments that are welcoming to women.20 Joy also argues that
the criteria for promotion in academia are especially susceptible to the
influence of subjective evaluations (and hence to gender bias), whereas
industry pressures to achieve specific business results (e.g., the creation of
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new products) shift the focus onto more explicit and somewhat less sub-
jective standards, such as the ability to bring new discoveries and success-
ful products to the market.21

Not surprisingly, women scientists are increasingly choosing to work 
in nonacademic settings. In 2002, only 42 percent of women PhDs in 
science and engineering worked at universities and four-year colleges.22 In
fact, the number of U.S. life scientists, men and women, working outside
the academy grew from 83,000 in 1980 to 181,000 in 2000.23 In 2006,
according to data from the National Science Foundation, the majority of
scientists and engineers worked in the business/industry sector (69.4 per-
cent), followed by educational institutions (18.8 percent) and government
(11.8 percent).24

In spite of the greater growth in employment and some of the most
remarkable developments in medicine having come from the private sector,
analyses of gender relations in science are largely based on studies of the
academy. It seems as if women are rejecting the persistent idea that any 
PhD worth her salt obtains a university position, with other options consid-
ered second-best.25 Thus, to understand how women scientists are doing
professionally, it behooves researchers to look beyond the academy. 

Advancement Opportunities

In both academic and business settings, women continue to be underrepre-
sented in key decision-making, administrative, and management positions
in the sciences. As recently as 2000, women held only 4 percent of all
department-head positions at the top fifty university chemistry programs in
the United States, and there were no women department heads in the top
fifty chemical engineering or top fifty physics programs.26 In nonacademic
settings in 2006, women constituted only 28 percent of all management or
administration professionals employed in engineering27 and held only 
17 percent of senior management positions at life sciences companies, where
no increase was recorded between 2002 and 2007.28

Research looking at gender representation among doctoral-level scien-
tists employed in the technology sector has also shown that women were
50 percent less likely than their male counterparts to be employed in 
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science and engineering (S&E) jobs and, even when they were, they received
20 percent less in pay.29 2007 Catalyst Census of Women Board Directors of the
Fortune 500 data show that, in 2006, women in the professional, scientific,
and technical industries sat on only 10 percent of the boards of directors and
held only 13–14 percent of the highest executive positions among the larg-
er U.S. manufacturing and technology firms; women were similarly under-
represented on the boards and in corporate officer positions in the largest
utilities and information technology and health-care institutions.30 These
numbers are especially low considering that, in 2007, women represented
more than 40 percent of medical scientists and biologists and more than 40
percent of materials scientists and chemists.31

Despite these disparities, the number receiving degrees in science and
engineering has increased over the past few decades. The National Academy
of Sciences reported that, in 2006, Massachusetts Institute of Technology
(MIT) science and engineering undergraduates included, respectively, 
51 percent and 35 percent women. Joy has also calculated that women’s share
of doctoral, master’s, and bachelor’s degrees in science and engineering 
has tripled, on average, in the past decades. For example, between 1966 
and 2004, the percentage of women completing a PhD went from 5.8 to 
30.3; similarly, the proportion of women completing an S&E master’s pro-
gram went from 9.6 percent to 32 percent.32 It seems, hence, important that
we understand the factors that keep women from advancing in the field, or
that might dissuade them from pursuing careers in the sciences, even after
obtaining a degree. 

Receiving Appropriate Recognition for 
Scientific Accomplishments

The historical record clearly shows that women scientists, despite their out-
standing contributions, have rarely received commensurate recognition.
Among the female “almost” Nobel Laureates are the following:

• Biochemist Viola Graham, who helped James Sumner of Cornell
University synthesize urease, for which he shared the 1946
Nobel Prize in Chemistry with two other men.
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• Physicist C. S. Wu of Columbia University, who performed the
crucial experiments proving the theory that won her colleagues,
Lee and Yang, the 1957 Nobel Prize in Physics.

• Geneticist Esther Lederberg, who helped her then-husband
Joshua with the microbial research that won him and two other
men the Nobel Prize in 1958.

• Biochemist Rosalind Franklin, who was responsible for much of
the research and discovery work that led to an understanding of
the structure of DNA, for which Watson, Crick, and Wilkins
received a Nobel Prize in 1962. 

• Biochemist Ruth Hubbard, who had done important work on the
chemistry of vision before marrying her husband, George Wald, in
1958. Wald won the 1967 Nobel for work in the same area. Many
assumed that they had always collaborated, and that he deserved
most of the credit for her earlier independent work as well as their
joint efforts. According to Rossiter, “Once she married a scientist of
greater reputation, a woman’s own independent work would all
too easily be dismissed as merely a small part of his.”33

• Marguerite Vogt, a molecular biologist and the colleague and close
collaborator for twenty years of Renato Dulbecco in research on
DNA tumor viruses and cell growth. Dulbecco shared the Nobel
Prize with two other men in 1975.

• Economist Anna Schwartz, who coauthored several books with
Milton Friedman and worked for decades on the detailed eco-
nomic data that formed the basis for work that won him (alone)
the economics prize in 1976.

• Crystallographer Isabella Karle, who worked for a lifetime with
her husband, also a crystallographer, while he shared the chem-
istry prize in 1985 with two other men.

Although women scientists today are more likely than in the past to
receive the recognition they deserve, their situation is far from equitable, espe-
cially in the academy. The problem of gender bias received national attention
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when it was discovered that senior faculty women at MIT were not regarded
nearly as well as their men counterparts. In comparison with men senior 
faculty, women faculty with equal professional accomplishments were less
likely to receive equitable salaries, laboratory space, research grants and
awards, support, and other resources. Moreover, they were increasingly 
marginalized by their departments and, over time, excluded from playing sig-
nificant roles.34 The most likely explanation for their treatment was the
deeply entrenched (albeit unconscious) gender bias of academic science,
including work environments inhospitable to women, gender stereotypes,
bias in performance evaluations, and other structural barriers.35 Although the
details differ, these obstacles echo well-documented and deeply entrenched
gender bias of academic science dating back to the nineteenth century.

Despite these invisible walls, women scientists have made important
inroads into the top ranks of leadership at the university level:

• Shirley Ann Jackson, a theoretical physicist, is president of
Rensselaer Polytechnic Institute and the first African-American
woman to receive a doctorate from the Massachusetts Institute of
Technology.

• Shirley M. Tilghman, a molecular biologist, is president of Princeton
University.

• Mary Sue Coleman, a biochemist, is president of the University of
Michigan. 

• As provost and senior vice president of academic affairs, M. R. C.
Greenwood, an expert in genetics and nutrition, holds the second-
highest post in the University of California system. 

• Kim Bottomly, an immunobiologist, is president of Wellesley
College.

Moreover, outside the academy, a growing number of women scientists
now head major scientific and engineering institutes. For example, Claire
Fraser, president and director of the Institute for Genomic Research, leads
research teams that have sequenced the genomes of several microbial organ-
isms that cause anthrax, Lyme disease, syphilis, tuberculosis, cholera,
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meningitis, pneumonia, and ulcers, among other diseases. Judith Rodin, a
research psychologist, is president of the Rockefeller Foundation. In addi-
tion, as of 2006, four of twenty-seven institute directors at the U.S. National
Institutes of Health were women. 

This overview is not exhaustive; it is merely meant to illustrate that 
many organizations other than universities provide opportunities for women
scientists to achieve prominent positions of leadership. While it is certainly
encouraging that some women scientists are breaking through the “glass 
ceiling,” research suggests that barriers still block the advancement of many
others. One of the most telling studies was conducted in Sweden, arguably
the country with the best record on gender equity. 

The researchers, Wennerås and Wold,36 were curious about the poor
success rate among women applicants for prestigious fellowships offered by
the Swedish Medical Research Council. They noted that during the 1990s,
female scientists applying for these much-sought-after fellowships had been
less than half as successful as male applicants. They wondered whether gen-
der bias might be affecting the selection process. To find out, they obtained
the evaluations by the teams of peer reviewers who judged the applications.
Applicants had to submit their curriculum vitae and proposals for the work
they intended to do if their applications were successful. The reviewers rated
each application on three subjective criteria: relevance of the research pro-
posal, scientific competence, and the quality of the proposed methodology. 

An examination of the evaluations indicated that the peer reviewers
rated the women applicants lower on all three criteria, but especially on 
scientific competence, typically reflecting the number and quality of their
scientific publications. The inference was that the female applicants were less
productive than the male applicants. But were they? To answer that question,
Wennerås and Wold scored each of the applications on six objective criteria,
comprising the total number of scientific publications, the number of pub-
lications on which the applicant was the first author, and four indicators of
the impact of the applicant’s publications. “Impact” referred to the “number
of times the average paper in a particular journal [was] cited during one year:
articles in high impact journals are cited more often and therefore have
greater impact than articles in low impact journals.”37

When the researchers compared the scores on the six objective criteria to
the subjective scores the applicants received from the peer reviewers, they
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found clear evidence of egregious gender bias: “The most productive group of
female applicants,” they wrote, “containing those with 100 total impact points
or more, was the only group of women judged to be as competent as men,
although only as competent as the least productive group of male applicants
(the one whose members had fewer than 20 total impact points).”38 Further
analyses revealed that for a female applicant to be awarded the same compe-
tence score as a male colleague, she would have to produce approximately
three extra papers in high-impact journals such as Nature or Science, or
twenty extra papers in excellent specialist journals such as Atherosclerosis, Gut,
Infection and Immunity, Neuroscience, or Radiology. Thus, a female applicant
had to be two and a half times more productive than the average male appli-
cant to receive the same competence score. 

This extraordinary study provides direct evidence that the peer-review
system is subject to sex bias. Wennerås and Wold illuminated what would
otherwise have been an “invisible wall” impeding the advancement of
women in science. Such sex bias had demonstrably negative effects on the
female applicants’ odds of obtaining important research fellowships and thus
increasing their chances for future advancement and recognition. Recall that
these results were obtained in Sweden, where gender bias is reputedly low.
Not surprisingly, scientists, even in Sweden, are no less immune than other
human beings to the effects of prejudice. 

Organizational and structural approaches are the best way to address
invisible barriers, such as those inherent to the peer-review system, 
and stereotyped perceptions of women in the sciences. Focusing on the
structural constraints within workplace and academic environments tackles
the problem at its root and discourages the view that women’s individual
interests and cognitive abilities are to blame for gender differences in the 
sciences.39 We turn next to structural solutions that may be conducive to the
advancement of women in the sciences.

Addressing Gender Inequality in Science: A Structural Approach

The underrepresentation of women in the sciences—both in academia and
in industry—has important consequences at all levels, for women, for 
educational institutions, and for businesses. Take the dearth of women in
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decision-making roles that we discussed earlier. To the extent to which man-
agers and administrators oversee institutional (financial and human capital)
as well as strategic resources, they also influence the expansion of scientific
knowledge and production. For nonacademic industries, this influence
includes making decisions about the development and production of 
market goods.40 It follows that not only do women’s perspectives and con-
tributions in the sciences remain underappreciated, but also gender inequal-
ity at the very top can have significant and possibly negative consequences
for the growth of scientific knowledge, productivity, and profitability. 

Studies suggest that research and development teams composed of both
men and women are better equipped than less diverse teams to create inno-
vative products, and they even enhance individual performance.41

According to a recent benchmarking study by the Healthcare Business
Women’s Association, companies in the life sciences industry and market-
place that proactively attract and develop women’s talent have a considerable
advantage over their competitors.42 All in all, as is the case for other types 
of diversity, gender diversity is important to keep in touch with consumer
markets, help attract talented scientists from a variety of backgrounds, and
enhance productivity and creativity.43

Implementing strategies that directly address structural barriers is a good
first step to promoting gender equality. Although programs and practices to
increase the representation of women in the sciences have been around for
some time, their scope and objectives have evolved as research has started to
uncover the root causes of inequity, while challenging some of the previous
assumptions as to why more women aren’t entering these fields. Gilbert, for
example, notes that early practices focused mainly on the educational
pipeline and on increasing women’s interest in science. These strategies
included providing girls and women with access to important information
about science-related careers, as well as to positive women role models.
Other programs have sought to build background knowledge and skills that
women (presumably) lack.44 While such educational programs that support
women can, indeed, be beneficial to individuals and provide them with
important tools and information, they do not address the root causes of
women’s underrepresentation in science. More systematic approaches
should address the invisible walls and barriers that women still have to face
even after they decide to pursue a career in the field.
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The EDGE (Empowerment, Diversity, Growth and Excellence) in
Leadership study45 provides organizations with a number of recommenda-
tions for addressing structural barriers to women’s advancement in the 
pharmaceutical and biotechnology industries. Many of these recommen-
dations can be applied to other male-dominated fields and contexts in 
the workplace. Specifically, the EDGE study identifies six practices that 
seem essential to creating a successful initiative to advance women in 
the industry: 

• Senior leadership support for corporate changes 

• Equitable performance evaluation processes

• Measures and accountability that focus on specific behaviors and
drive results

• Recruitment practices that support equal representation 
of women

• Advancement programs for high-potential women

• Career and work flexibility to retain talent

To gain the most benefit in terms of women’s advancement, the EDGE
study suggests that employers should implement these six practices system-
atically, because relying on only one approach at a time might not work.
Companies and educational institutions alike can support the practices in a
number of ways, such as by instituting mentoring and career-developmental
programs, setting clear objectives for advancing women, and increasing
accountability and transparency in talent management processes, as well as
measuring progress along the way. 

Also important to overcoming structural barriers is providing individual
female and male employees with the tools and infrastructures necessary to
their success. Examples include high-potential employee programs and a set
of clear expectations regarding advancement opportunities. Finally, work-
place flexibility (including career-path flexibility) and inclusiveness are
essential to retaining top talent, as they provide the opportunity for women
and men from different backgrounds to excel.46
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Structural approaches can also be helpful in academic institutions. In 
a recent analysis of faculty hiring processes at science, mathematics, and
engineering departments in a university setting and over a period of five
years, for example, sociologists Glass and Minnotte identified a number of
factors associated with the successful hiring of women in science faculty
jobs. The most successful searches had at least one woman on the search
committee, had advertised the position in publications targeted at women
scientists, and had comprised a larger pool of women applicants.47 The
research found that, despite its apparent willingness to hire more women,
the university worked from a largely male-dominated pool and sometimes
was at a loss in terms of how to appeal to more women to apply for 
the position. Faculty searches that posted in publications focused on
women in science attracted more female applicants into the pool than other
searches. The authors argue that this approach may help compensate for
men’s “information advantage” when it comes to learning about openings
through informal networks and sources. 

To break down the invisible barriers discussed in this chapter, it is 
also important to continue raising awareness about gender inequities in 
science within academic and educational institutions. Economist Ginther,
for example, recommends that colleges and universities regularly evaluate 
the status of women in their science departments, as some of the larger
institutions are already doing.48 Raising awareness among faculty, adminis-
trators, and students can also help draw attention to gender differences 
outside academia, including differences in salary, promotion, and attrition
between academia and industry. An integrated approach that seeks to over-
come existing barriers in both contexts is most likely to succeed. 

Important steps toward creating institutional support for advancing
women in science are already being taken. These steps occur at different
points along girls’ and women’s educational and professional pathways, 
and may include mentoring programs, proactive recruitment strategies,
knowledge sharing, and scholarship programs. The following are some 
creative and interesting examples:

• The Junior Engineering Technical Society (JETS) leadership fund
provides $5,000 academic scholarships to students who intend
to take engineering courses in college with an eye toward careers
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in the power generation industry. In 2008, the four awards were
split evenly by gender.49

• The RAISE Project seeks to increase the status and visibility of
professional women through enhanced recognition of their
achievements in science, medicine, and engineering. The pro-
gram includes more than a thousand awards and features a data-
base with information for applicants from different disciplines
and at different stages in their careers.50

• The National Science Foundation’s ADVANCE grants have the
stated goal of increasing the participation and advancement of
women in academic science and engineering careers. The pro-
gram also supports institutional efforts and other women’s 
leadership initiatives that seek to make academia more hospitable
for women scientists.51 ADVANCE’s Institutional Transformation
Awards are granted to academic institutions that have imple-
mented programs to promote the advancement of women scien-
tists and engineers.52

• The Women’s Initiative at MIT seeks to encourage young women
to pursue careers in engineering through a number of mentoring
programs. The initiative is organized so that every year, eleven
female engineering students from MIT visit thousands of high
school students in eleven different districts throughout the
United States. By providing role models and information on 
engineering degrees, the initiative seeks to motivate girls to take
the most challenging math and science courses offered in their
high schools.53

Our hope is that a combination of efforts such as those described in this
chapter will have the much-desired effect of tearing down the invisible walls
that now impede women’s progress in the sciences. 
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Sex, Science, and the Economy

Christina Hoff Sommers

Math 55 is advertised in the Harvard University course catalog as “probably
the most difficult undergraduate math class in the country.”1 It is legendary
among high school math prodigies, who hear terrifying stories about it in
their computer camps and at the Math Olympiads. Some go to Harvard just
to have the opportunity to enroll in it. Its formal title is “Honors Advanced
Calculus and Linear Algebra,” but it is also known as “math boot camp,” and
the class compared to “a cult.”2 The two-semester freshman course meets for
three hours a week, but, the catalog says, homework takes between twenty-
four and sixty hours a week.3

Math 55 classes do not look like America. Each year as many as fifty
students sign up, but at least half drop out within a few weeks. As one former
student told the Harvard Crimson newspaper in 2006, “We had 51 students
the first day, 31 students the second day, 24 for the next four days, 23 for two
more weeks, and then 21 for the rest of the first semester.”4 Said another 
student, “I guess you can say it’s an episode of ‘Survivor’ with people 
voting themselves off.” The final class roster, according to the Harvard
Crimson: “45 percent Jewish, 18 percent Asian, 100 percent male.”5

Why do women avoid classes like Math 55? Why, in fact, are so few
women in the higher echelons of academic math and in the physical 
sciences?

Women now earn 57 percent of bachelor’s degrees and 59 percent of 
master’s degrees overall.6 According to the Survey of Earned Doctorates, 2006
was the fifth year in a row in which the majority of research PhDs awarded to
U.S. citizens went to women.7 Women earn more PhDs than men in the
humanities, social sciences, education, and life sciences8 and now serve as

 



presidents of Harvard, MIT, Princeton, the University of Pennsylvania, and
other leading research universities.9

Elsewhere, though, the figures are different. Women comprise just 
28 percent of tenure-track professors in math, 18 percent in physics, 20 per-
cent in computer science, and 14 percent in electrical engineering.10 And the
pipeline does not promise statistical parity in these fields any time soon:
Women are now earning just 25 percent of the PhDs in the physical 
sciences—way up from the 4 percent of the 1960s, but still far behind the rate
at which they are winning doctorates in other fields. “The change is glacial,”
says Debra Rolison, a physical chemist at the Naval Research Laboratory.11

Rolison, who describes herself as an “uppity woman,” has a solution. A
popular anti–gender bias lecturer, she gives talks with titles like, “Isn’t a
Millennium of Affirmative Action for White Men Sufficient?” She wants to
apply Title IX to science education.12 Although this celebrated gender-equity
provision of the Education Amendments Act of 1972 has so far mainly 
been applied to college sports, it is not limited to them. The measure pro-
vides, “No person in the United States shall, on the basis of sex . . . be denied
the benefits of . . . any education program or activity receiving federal finan-
cial assistance.”13

While Title IX has been effective in promoting women’s participation in
sports, it has also caused serious damage, in part because it has led to the
adoption of a quota system. Over the years, judges, U.S. Department of
Education officials, and college administrators have interpreted Title IX to
mean that women are entitled to “statistical proportionality.” That is to say, if
a college’s student body is 60 percent female, then 60 percent of the athletes
should be female—even if far fewer women than men are interested in play-
ing sports at that college. But many athletic directors have been unable to
attract the same proportion of women as men. To avoid government harass-
ment, loss of funding, and lawsuits, they have simply eliminated men’s
teams.14 While many factors affect the evolution of men’s and women’s 
college sports, Title IX has unquestionably led to men’s participation being
calibrated to the level of women’s interest. That kind of calibration could 
devastate academic science.

Unfortunately, in her enthusiasm for Title IX, Rolison is not alone. On
October 17, 2007, a subcommittee of the U.S. House Committee on Science
and Technology convened to learn why women are “underrepresented” in
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academic professorships of science and engineering, and to consider what the
federal government should do about it.15

As a rule, women tend to gravitate to fields such as education, English,
psychology, biology, and art history, while men are much more numerous in
physics, mathematics, computer science, and engineering. Why this is so is
an interesting question—and the subject of a substantial empirical literature.
The research on gender and vocation is complex, vibrant, and full of reason-
able disagreements; there is no single, simple answer.

There were, however, no disagreements at the congressional hearing. All
five expert witnesses, and all five congressmen, Democratic and Republican,
were in complete accord.16 They attributed the dearth of women in university
science to a single cause: sexism. And there was no dispute about the solu-
tion. All agreed on the need for a revolutionary transformation of American
science itself. “Ultimately,” said Kathie Olsen, deputy director of the National
Science Foundation, “our goal is to transform, institution by institution, the
entire culture of science and engineering in America, and to be inclusive of
all—for the good of all.”17

Representative Brian Baird, the Democrat from Washington State who
chairs the Subcommittee on Research and Science Education, looked at the
witnesses and the crowd of more than a hundred highly appreciative activists
from groups like the American Association of University Women and the
National Women’s Law Center and asked, “What kind of hammer should 
we use?”18

For the five male, gray-haired congressmen, the hearing was a happy 
occasion—an opportunity to be chivalrous and witty before an audience of
concerned women, and to demonstrate their goodwill and eagerness to set
things right.19 It was also a historic occasion—more than the congressmen
may have realized. During the past thirty years, the humanities have been
politicized and transformed beyond recognition. The sciences, however, have
been spared. There seems to have been a tacit agreement, especially at the large
research universities, that while activists and deconstructionists would be left
relatively free to experiment with fields like comparative literature, cultural
anthropology, communications, and, of course, women’s studies, the hard 
sciences—vital to our economy, health, and security, and to university funding
from the federal government, corporations, and the wealthy entrepreneurs
among their alumni—were to be left alone. Departments of physics, math,
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chemistry, engineering, and computer science have remained traditional, 
rigorous, competitive, and relatively meritocratic, and under the control of 
no-nonsense professors dedicated to objective standards. All that may be about
to change. Following years of meticulous planning by the activists who 
gathered for the hearing, the era of academic détente is coming to an end.

The first witness was Donna Shalala, president of the University of Miami
and secretary of health and human services in the Clinton administration. She
had chaired the “Committee on Maximizing the Potential of Women in
Academic Science and Engineering,” organized by several leading scientific
organizations, including the National Academy of Sciences (NAS), the
Academy of Engineering, and the Institute of Medicine. In 2006 the commit-
tee released a report, Beyond Bias and Barriers: Fulfilling the Potential of Women
in Academic Science and Engineering, that claimed to find “pervasive unexam-
ined gender bias.” It received lavish media attention and became the standard
reference work for the “STEM” (science, technology, engineering, and math)
gender-equity movement.20

At the hearing, Shalala warned that strong measures would be needed
to improve the “hostile climate” women face in the academy. This “crisis,”
as she called it, “clearly calls for a transformation of academic institutions. . . .
Our nation’s future depends on it.”21 She and other speakers called 
for rigorous application of Title IX and sanctions against uncooperative
institutions. Witness Freeman Hrabowski, president of the University 
of Maryland, Baltimore County, stressed the need to threaten obstinate
faculties with loss of funding: “People listen to money. . . . Make the people
listen to the money talk!”22

The idea of “title-nining” academic science was first proposed by Debra
Rolison in 2000. She has promoted Title IX as an “implacable hammer” guar-
anteed to get the attention of recalcitrant faculty.23 Prompted by Rolison and
a growing chorus of activists, the U.S. Senate Subcommittee on Science,
Technology, and Space held a 2002 hearing on “Title IX and Science.”24 Later,
in 2005, the former subcommittee chairmen, Senators Ron Wyden
(Democrat of Oregon) and George Allen (Republican of Virginia), held a joint
press conference with feminist leaders. Wyden declared, “Title IX in math and
science is the right way to start.”25 Allen seconded, “We cannot afford to cut
out half our population—the female population.”26 The Title IX reviews have
already begun.
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At the October 2007 subcommittee meeting, Representative Vernon Ehlers,
a Michigan Republican and self-described “recovering sexist,”27 cheerfully sug-
gested we declare science a sport and then regulate it the way we do college
athletics.28 He was joking, but it is important to recognize that science is 
not a sport. The purpose of college sports is to develop the skills and confidence
of young athletes and to promote school spirit, while the goal of science is to
advance knowledge. Success in fields like math, physics, computer science,
and engineering is critical to our national security and well-being.

There is another essential difference between sports and science: In 
science, men and women play on the same teams. Very few women can 
compete on equal terms with men in lacrosse, wrestling, or basketball; by
contrast, there are many brilliant women in the top ranks of every field 
of science and technology, and no one doubts their ability to compete on
equal terms. Yet a centerpiece of STEM activism is the idea that science, as
currently organized and practiced, is intrinsically hostile to women and pre-
sents a barrier to the realization of their unique intellectual potential. MIT 
biologist Nancy Hopkins, an effective leader of the science equity campaign
(and a prominent accuser of Harvard president Lawrence Summers, when 
he committed the solecism of suggesting that men and women might have
different propensities and aptitudes), points to the hidden sexism of the
obsessive and competitive work ethic of institutions like MIT.

“It is a system,” Hopkins says, “where winning is everything, and women
find it repulsive.”29 This viewpoint explains the constant emphasis, by 
equity activists such as Shalala, Rolison, and Olsen, on the need to transform
the “entire culture” of academic science and engineering. Indeed, the charter
for the October 17 congressional hearing placed primary emphasis on 
academic culture: 

The list of cultural norms that appear to disadvantage women . . .
includes the favoring of disciplinary over interdisciplinary
research and publications, and the only token attention given to
teaching and other service during the tenure review process. Thus
it seems that it is not necessarily conscious bias against women
but an ingrained idea of how the academic enterprise “should be”
that presents the greatest challenge to women seeking academic
S&E [science and engineering] careers.30
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When the women-in-sports movement was getting underway in the early
1990s, no one suggested that its success would require transforming the 
“culture of soccer,” or putting an end to the obsession with competing and
winning. The notion that women’s success in science depends on changing
the rules of the game seems demeaning to women—but it gives the STEM-
equity movement extraordinary scope, commensurate with the extraordinary
power that federal science funding would put at its disposal.

Already, the National Science Foundation (NSF) is administering a multi-
million-dollar gender-equity program called ADVANCE, which, as Olsen told
the subcommittee, aims to transform the culture of American science to make
it gender-fair.31 Through ADVANCE, the NSF is attempting to make aca-
demic science departments more cooperative, democratic, and interdiscipli-
nary, as well as less obsessive and stressful.32 Furthermore, a few weeks before
the hearing, a “Gender Bias Elimination Act” was introduced by one of the
subcommittee members, Representative Eddie Bernice Johnson (Democrat of
Texas), that would mandate not only stringent Title IX reviews but also bias-
awareness workshops for academics seeking government funding.33

These proposed solutions assumed the existence of a problem where there
might not be one. During her presidential campaign, Hillary Clinton noted that
“women comprise 43 percent of the workforce but only 23 percent of scientists
and engineers” and insisted that government take “diversity into account when
awarding education and research grants.”34 But what is the basis for this and
other attempts to balance the statistics? If numerical inferiority were sufficient
grounds for charges of discrimination or cultural insensitivity, Congress would
be holding hearings on the crisis of underrepresentation of men in higher 
education. After all, women earn most of the degrees—practically across the
board. What about male proportionality in the humanities, social sciences, and
biology? The physical sciences are the exception, not the rule.

So why are there so few women in the physical sciences and the higher
echelons of academic math? In a recent survey of faculty attitudes on social
issues, sociologists Neil Gross of Harvard and Solon Simmons of George
Mason University asked 1,417 professors what they believed accounted for
the relative scarcity of female professors in math, science, and engineering.
Just 1 percent of respondents attributed the scarcity to women’s lack of 
ability, 24 percent to sexist discrimination, and 74 percent to differences in
what characteristically interests men and women.35
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Many experts who study male/female differences provide strong support
for that 74 percent majority. Readers can go to books like David Geary’s Male,
Female: The Evolution of Human Sex Differences (1998), Steven Pinker’s The
Blank Slate: The Modern Denial of Human Nature (2002), and Simon Baron-
Cohen’s The Essential Difference: The Truth about the Male and Female Brain
(2003) for arguments suggesting that biology plays a distinctive—but not
exclusive—role in career choices. 

Baron-Cohen is one of the world’s leading experts on autism, a disorder
that affects far more males than females. Autistic persons tend to be socially
disconnected and unaware of the emotional states of others. But they often
exhibit obsessive fixation on objects and machines. Baron-Cohen suggests
that autism may be the far end of the male norm—the “extreme male brain,”
all systemizing and no empathizing. He believes that men are, “on average,”
wired to be better systemizers and women to be better empathizers.36 It’s a
daring claim—but he has data to back it up, presenting a wide range of cor-
relations between the level of fetal testosterone and behaviors in both girls and
boys from infancy into grade school. 

Harvard psychologist Marc Hauser has what seems to be the appropriate
attitude about the research on sex difference: respectful and intrigued, but
also cautious. When asked about Baron-Cohen’s work, Hauser said, “I am
sympathetic . . . and find it odd that anyone would consider the work con-
troversial.”37 Hauser referred to research that shows, for example, that if
asked to make a drawing, little girls almost always create scenes with at least
one person, while boys nearly always draw things—cars, rockets, or trucks.
And he mentioned that among primates, including our closest relations, the
chimpanzees, males are more technologically innovative, while females are
more involved in details of family life. Still, Hauser warns that a lot of seem-
ingly exciting and promising research on sex differences has not panned out,
and he urges us to treat the biological theories with caution.

Nevertheless, it is hard not to be attracted to theories like Simon Baron-
Cohen’s when one looks at the way men and women are distributed in the
workplace. After two major waves of feminism, women still predominate—
sometimes overwhelmingly—in such empathy-centered fields as early-
childhood education, social work, veterinary medicine, and psychology,
while men are overrepresented in the “systemizing” vocations such as car
repair, oil drilling, and electrical engineering.
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Rachel Maines, a visiting scholar in science and technology studies at
Cornell University, recently wrote an essay expressing amazement with
women’s progress in veterinary medicine as compared with engineering.
Nationally, women now comprise fully 77 percent of students in veterinary
schools, compared with 8 percent in the 1960s.38 Maines writes, “To be sure,
puppies are cuter than microchips, but most of what veterinarians do isn’t
about cute. Veterinary medicine . . . remains irreducibly bloody, messy, and
often hazardous. . . . It certainly requires a rigorous scientific education that
is at least as difficult and daunting as what engineering demands.”39

Maines is surprised that women have managed so rapidly to take over
this male-centered, science-based field without the benefit of bias work-
shops or federal equity initiatives. Cornell, she notes, just received a 
$3.3 million grant from the NSF to build a “critical mass” of women in all
the STEM disciplines—ASAP. It is a first principle of the equity movement
that role models and mentors are essential for helping women to move 
ahead in a field. But where, asks Maines, were the mentors and role models
in veterinary medicine? She urges her colleagues to investigate the mystery
of what happened.40

Theorists like Baron-Cohen may have solved that mystery. If Baron-
Cohen is right, veterinary medicine would be a dream job for the scientifi-
cally gifted but empathy-driven female. This challenging and exciting field
appeals to the feminine propensity to protect and nurture—and the desire to
work with living things. An immense amount of literature documents male
and female differences in choice of vocation. It also goes without saying that
a lot of women will defy the stereotype of their sex and gladly enter system-
izing fields, free of people, children, or animals—professions like mechanical
engineering, metallurgy, or agronomy. But the number of men eager to enter
these fields is markedly greater.

Let us go back to Math 55 for a moment. Baron-Cohen, along with
many other scholars who write about cognitive sex differences, would not
be surprised to learn that the students who show up in Math 55 are 
overwhelmingly male. The Harvard registrar’s office reports that as of 
2006, a total of seventeen women had completed the course since 1990.41

Still, the equity activists could be right when they claim that the few 
women who defy the stereotype and take such a course have to overcome
a “chilly environment.”
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I located two female survivors—Sherry Gong, then currently enrolled,
and Kelley Harris, who had completed Math 55 with an A the previous year.
“Did you encounter a hostile environment in that class?” I asked Harris. She
laughed. “I loved my classmates!” When she once thought of dropping out,
it was her male friends in the course who persuaded her to stay. Sherry Gong
was taken aback when inquired whether she felt that women in math were
unwelcome or marginalized. It was as if I had asked whether women had the
vote. “It is 2007!” she reminded me. Sergei Bernstein, a young man enrolled
with Gong, told me, “We would like to have more girls.”42

The research emphasizing the importance of biological differences in
determining women’s and men’s career choices is not decisive, but it is seri-
ous and credible. So the question arises: How have so many officials at the
NSF and NAS and so many legislators been persuaded that we are facing a
science crisis that Title IX enforcement and gender-bias workshops can
resolve?

The answer involves a body of feminist research that purports to prove
that women suffer from “hidden bias.” This research, artfully presented with
no critics or skeptics present, can be persuasive. A brief look at it helps
explain the mindset of the critics and their supporters. But it is a highly 
ironic story, for the three recognized canons of the literature are, in key
respects, travesties of scientific method, and they have been publicized and
promoted in ways that have ignored elementary standards of transparency
and objectivity. If they are auguries of how the STEM-equity activists intend
to transform the culture of science, the implications are deeply disquieting.
We begin with the famous, and mysterious, MIT study.

In 1994, sixteen senior faculty women, led by biologist Nancy Hopkins,
complained to the administration about sex discrimination in their various
departments. MIT’s president, Charles Vest, and the dean of the School of
Science, Robert Birgeneau, dutifully set up a committee to review the com-
plaints. But rather than bring in outsiders, they put the protesters (joined by
three male administrators) in charge of investigating their own grievances.
Under Hopkins’s leadership, the committee produced a 150-page study that
found MIT guilty on all counts. Faculty women, according to the document,
had lower salaries, less laboratory space, and fewer resources than faculty
men. They felt “invisible” and “marginalized.”43 Vest and Birgeneau quickly
responded with generous salary raises, improved lab space, and more equity
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committees. The women professed to be satisfied, and the case was closed.
The report was deemed “confidential” and “sensitive,” and to this day it has
never been made public.44

What was released to the press, in March of 1999, was a brief summary of
the report’s findings, along with letters from Vest and Birgeneau admitting
guilt. As the Chronicle of Higher Education reported, “MIT released a cursory
report of the study it conducted, so it is difficult for outsiders to judge what the
gap was between men and women.”45 The summary of the report neverthe-
less created a sensation in the media and in universities for two reasons: First,
it appeared to be based on hard data, and second, it had the full endorsement
of MIT’s top administrators. The New York Times carried the story on the front
page under the headline, “M.I.T. Admits Discrimination Against Female
Professors.”46 Professor Hopkins was soon everywhere in the press and, on
April 8, 1999, was invited to attend an Equal Pay Day event at the White
House.47 Referring to Hopkins and her team, President Bill Clinton said,
“Together they looked at cold, hard facts about disparity in everything from lab
space to annual salary.”48 

But cold, hard facts had little to do with it. After reviewing the available
evidence and interviewing some insiders, University of Alaska psychologist
Judith Kleinfeld concluded, “The MIT report presents no objective evidence
whatsoever to support claims of gender discrimination in laboratory space,
salary, research funds, and other resources.”49 Readers are told in the sum-
mary report that women faculty “proved to be underpaid.”50 But we also
learn that the “salary data are confidential and were not provided to the com-
mittee.”51 So on what basis did they conclude there were salary disparities?
Hopkins and the other authors explained, “Possible inequities in salary are
flagged by the committee from the limited data available to it.”52 But “possi-
ble” soon became “actual,” and by the time they reached President Clinton
they had morphed into “cold, hard facts.”

There were other oddities. The report claimed that the problems con-
fronting women faculty were universal, but the summary conceded, “Junior
women felt included and supported by their departments.”53 Instead of
acknowledging that the problem might be generational and confined to a
small group of senior women from three departments, Hopkins and the other
authors of the report claimed that the junior women were naïve and simply
did not know what was in store for them: “Each generation of young women
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began . . . by believing that gender discrimination was solved in the previous
generation and would not touch them.”54

Mathematics professor Daniel Kleitman, one of the three males on the
Hopkins committee, told the Chronicle that he “never saw any evidence” of
discrimination against women. He conceded that the senior women were
unhappy, and he did not fault the administrators for trying to remedy the sit-
uation. But, as he explained, one can find unhappy professors in all universi-
ties. “I am not sure what the women were experiencing was unique to
women,” he said.55

I recently asked Kerry Emanuel, an MIT professor in earth, atmospheric,
and planetary science, about the report. He told me that although it was
“widely praised in public, it was privately deplored and disparaged in the
hallways of MIT.” His department was accused of bias, so he expected to see
the evidence. “But it was never made available.”56

When a reporter from the Chronicle of Higher Education asked Mary-Lou
Pardue, an MIT biology professor who was among those who originally 
complained to the dean, about all the irregularities and the absence of 
data, she replied, “This wasn’t meant to be a study for the rest of the world.
It was meant to be a study for us. . . . We weren’t trying to prove anything to
the world.”57

But the world thought otherwise. Vest and Birgeneau gave the impression
that the report presented solid factual evidence of pervasive gender bias.
When a Wall Street Journal editorial faulted the study, the two sent a letter
claiming that the work of their committee had “successfully identified the root
causes of a fundamental failure in American academia.”58 Feminist groups
like the National Women’s Law Center and the American Association of
University Women were electrified and got ready for action—and action they
got. As a direct result of the MIT report, the Ford Foundation, along with an
anonymous donor, came forward with grants in excess of $1 million to fund
more equity studies and to promote more initiatives to fight gender bias in
academic science—and then the NSF followed suit with its ADVANCE insti-
tutional transformation campaign.59

The second key study in the literature purporting to reveal bias against
women in the sciences appeared in May 1997 in the distinguished British
journal Nature, in a provocative article entitled, “Nepotism and Sexism in
Peer-Review.”60 The authors, Christine Wennerås and Agnes Wold, two

SEX, SCIENCE, AND THE ECONOMY  89



Swedish scientists from the University of Göteborg, claimed to have found
strong gender bias hiding in the peer-review system of the Swedish Medical
Research Council. After reviewing the relevant data, they concluded that to
win a postgraduate science fellowship, a female applicant had to be at least
twice as good as a male applicant.61

The Wennerås-Wold article caused a sensation both in Europe and the
United States and is now a staple in the gender-equity literature. A 2007 arti-
cle in Scientific American referred to it as the one and only “thorough study of
the real-world peer-review process” and judged its findings “shocking.”62

When the NSF polled nineteen institutions that had received gender-equity
ADVANCE grants, it asked which materials “had proved the most effective in
their institutional transformation projects?” The Wennerås-Wold study made
it to the NSF short list of four must-read “top research articles.”63 The
Shalala/NAS Beyond Bias report described the piece as a “powerful” tool for
educating provosts, department chairs, and search committees about bias.64

The charter for the October 17 House subcommittee hearing gave particular
prominence to the Swedish study.65

But what did the article actually show? Wennerås and Wold investigated
the peer-reviewing practices of the Medical Research Council in 1994 after
they had both been denied postgraduate fellowships. When they sought to
review the data on which the decisions were based, the council refused to
grant them access, insisting the information was confidential. But the two
researchers went to court and won the right to see the data.

The Swedish study, unlike the MIT report, was actually published, and it
presented data and described its methodology. But there are serious grounds
for skepticism: Once again, it was a case of women investigating their own
complaints; furthermore, what they concluded seemed a little improbable.
According to their calculations, to score as well as a man, a woman had to
have the equivalent of three extra papers published in world-class science
journals such as Science or Nature, or twenty extra papers in leading spe-
cialty journals such as Radiology or Neuroscience.

I sent the Swedish study to two research psychologists, Jerre Levy (pro-
fessor emerita of the University of Chicago) and James Steiger (professor and
director of the Quantitative Methods and Evaluation Program in the
Department of Psychology and Human Development at Vanderbilt
University) for their review. They both immediately zeroed in on a troubling
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methodological anomaly: In the statistical analysis of their data, Wennerås
and Wold had run separate regressions for only one productivity variable at a
time. Since it is unlikely that any single variable adequately characterizes aca-
demic productivity, the obvious approach would have been to enter several of
the productivity variables into a single regression equation. In any event, the
dramatic results of the factor-by-factor approach that Wennerås and Wold
used should have been tested against the more inclusive, realistic approach.

Steiger wrote to Wennerås and Wold requesting copies of the data so he
could review them himself. Wold wrote back that she would gladly send the
data, except that they had gone missing: “They were in a computer of a guy
at the Statistics department and I got them on a diskette many years ago and
I am afraid I will not be able to find it anymore.”66 Wennerås did not reply
at all.

Certainly, researchers lose data. But these were pretty special data: The
researchers had invested the substantial time and expense of a lawsuit to
obtain them, and they were the basis of a highly celebrated study with sin-
gular findings.

But even assuming that the research held up, it is odd that a single study
of postgraduate fellowships at a Swedish university should play such a promi-
nent role in a campaign to eliminate “hidden bias” in American universities.
Is it twice as hard for women as for men to receive postgraduate fellowships
in the science departments of Berkeley or the University of Miami? If it is,
would it not be straightforward to demonstrate the problem through at least
one good study—one that follows customary statistical procedures and can
stand up to peer review?

In fact, the NSF did do a review of its own grant-review process in 1997,
and it found no evidence of bias against women. In 1996, for example, it
approved grants from approximately 30 percent of female applicants and 29
percent of male applicants.67 A formal outside study—done in 2005 by the
RAND Corporation and titled “Is There Gender Bias in Federal Grants
Programs?”—reached the same conclusion: “Overall, we did not find gender
differences in federal grant funding outcomes in this study.”68 But, unlike the
Swedish study, the RAND study did not make it to the NSF/NAS list of essen-
tial literature on gender bias. Two other items that were included in the “top
four” are weak statistical studies of marginal issues that have never been rig-
orously evaluated. 
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A final item in the STEM-equity canon—the third of the three key studies
mentioned above—is a book by feminist Virginia Valian that purports to be
scientific, but is not. Virginia Valian, a psychologist at Hunter College, is one
of the most-cited authorities in the crusade to achieve equity for women in the
sciences. Her 1998 book Why So Slow? became indispensable to the movement
because it offered a solution to a vexing problem: women’s seemingly free but
actually self-defeating choices. Not only do fewer women than men choose to
enter the physical sciences, but even those who do often give child care and
family a higher priority than their male colleagues. How, in the face of women’s
clear tendencies to choose other careers and more balanced lifestyles, can one
reasonably attribute the scarcity of women in science and engineering to
unconscious bias and sexist discrimination? Valian showed the way.

Her central claim was that our male-dominated society constructs and
enforces “gender schemas.” A gender schema is an accepted system of beliefs
about the ways men and women differ—a system that determines what suits
each gender. Wrote Valian: 

In white, Western middle-class society, the gender schema for
men includes being capable of independent, autonomous action
. . . [and being] assertive, instrumental, and task-oriented. Men
act. The gender schema for women is different; it includes being
nurturant, expressive, communal, and concerned about others.69

Valian did not deny that gender schemas have a foundation in biology,
but she insisted that culture can intensify or diminish their power and effect.
Our society, she said, pressures women to indulge their nurturing propensi-
ties while it encourages men to develop “a strong commitment to earning and
prestige, great dedication to the job, and an intense desire for achievement.”70

All this inevitably results in a permanently unfair advantage for men.
To achieve a gender-fair society, Valian advocated a concerted attack on

conventional gender schemas. This included altering the way we raise our
children. Consider the custom of encouraging girls to play with dolls. Such
early socialization, she said, creates an association between being female and
being nurturing. Valian concluded, “Egalitarian parents can bring up their
children so that both boys and girls play with dolls and trucks. . . . From the
standpoint of equality, nothing is more important.”71
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But what if our daughters are not especially interested in trucks, as almost
any parent can attest (including me: when my son recently gave his daughter
a toy train to play with, she placed it in a baby carriage and covered it with a
blanket so it could get some sleep)? Not a problem, said Valian: “We don’t
accept biology as destiny. . . . We vaccinate, we inoculate, we medicate . . . .
I propose we adopt the same attitude toward biological sex differences.”72

In other words, the ubiquitous female propensity to nurture should be 
treated as a kind of disorder.

Valian was intent on radically transforming society to achieve her egali-
tarian ideals. She also wanted to alter the behavior of successful scientists.
Their obsessive work habits, single-minded dedication, and “intense desire
for achievement” not only marginalized women but also might compromise
good science. In 2004 she wrote, “If we continue to emphasize and reward
always being on the job, we will never find out whether leading a balanced
life leads to equally good or better scientific work.”73 A world where women
(and resocialized men) earn Nobel Prizes on flextime seems implausible.
Unfortunately, her highly speculative ideas about changing men’s and
women’s gender schemas are not confined to feminist theory. 

Why So Slow? is trumpeted on the NSF/NAS “top research” list, and Valian
herself has inspired the NSF’s ADVANCE gender-equity program.74 In 2001,
the NSF awarded Valian and her Hunter colleagues $3.9 million to develop
equity programs and workshops for the “scientific community at large.”75

Should Congress pass the Gender Bias Elimination Act, which mandates
workshops for university department chairs, members of review panels, and
agency program officers seeking federal funding, Valian will become one of
the most prominent women in American scientific education. 

The NSF has an annual budget of $6 billion devoted to promoting “the
progress of science” and securing “the national defense.”76 It is not easy to
understand how its ADVANCE program or its deep association with Virginia
Valian is serving those goals.

In a 2005 interview, Alice Hogan, former director of ADVANCE,
explained that the MIT study had been a wake-up call for the NSF. In the past,
she said, the NSF had funded programs to support the careers of individual
women scientists, but the MIT report persuaded its staff that “systemic”
change was imperative.77 Since 2001, the NSF has given approximately 
$107 million to twenty-eight institutions of higher learning to develop 
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transformation projects. Hunter College, the site of Valian’s $3.9 million pro-
gram, is one of them. The University of Michigan has received $3.9 million;
the University of Puerto Rico at Humacao, $3.1 million; the University of
Rhode Island, $3.5 million; and Cornell, $3.3 million.78 What are these
schools doing with the money?

Some of the funds are being used for relatively innocuous, possibly even
beneficial, projects such as mentoring programs and conferences. But there
are worrisome programs, as well. Michigan is experimenting with “interac-
tive” theater as a means of raising faculty consciousness about gender bias. At
special workshops, physicists and engineers watch skits where overbearing
men ride roughshod over hapless but obviously intellectually superior female
colleagues.79 The director/writer, Jeffrey Steiger of the University of Michigan
theater program, explains that the project was inspired by Brazilian director
Augusto Boal’s 1979 book, Theatre of the Oppressed. Boal wrote, “I believe that
all the truly revolutionary theatrical groups should transfer to the people the
means of production in the theater.”80 To this end, the Michigan faculty mem-
bers don’t just watch the plays, but are encouraged to interact with the cast
and even join them onstage. Some audience members will find the experience
“threatening and overwhelming,” so Steiger aims to provide them a “safe”
context for expressing themselves.81

The NSF showcases this program as a “tried and true” success story.
Michigan is not alone in using theater to advance the progress of science. The
University of Puerto Rico at Humacao devoted some of its NSF–ADVANCE
grant to cosponsor performances of Eve Ensler’s raunchy play, The Vagina
Monologues, a celebration of women’s intimate anatomy.82 The University of
Rhode Island lists among its ADVANCE “events” a production of The Vagina
Monologues, along with a visit by Virginia Valian. Rhode Island change agents,
led by psychologist Barb Silver, are also trying to affect institutional transfor-
mation with a program called TTM—“Transtheoretical Model for Change.”
The program, adapted from one used by clinicians to help patients overcome
bad habits and addictions such as smoking, overeating, and taking drugs,
aims to break the Rhode Island faculty of its addiction to “traditional gender
assumptions” and sexist behavior.83

Other schools are using their ADVANCE funds more conventionally—
to initiate quota programs. At Cornell, as of 2006, twenty-seven of fifty-one
science and engineering departments had fewer than 20 percent women 
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faculty, and some had no women at all. The university is using its NSF grant
for a program called ACCEL (Advancing Cornell’s Commitment to
Excellence and Leadership), dedicated to filling science faculty with “more
than” 30 percent women in time for the university’s sesquicentennial in
2015.84 Sensible people—emphatically including the no-nonsense types
who become scientists and engineers—will be inclined to dismiss the
ADVANCE programs, the enthusiastic promotion of dubious research, and
the well-intentioned but overly eager senators and congressmen, as an
inconsequential sideshow in the onward march of mighty American science
and technology. The NSF, like any government agency with a budget of 
$6 billion, can be expected to spill a few million here and there on silly
projects and on appeasing noisy constituent groups. Unfortunately, 
the STEM-equity campaign is not going to rest with a few scientific bridges-
to-nowhere.

For one thing, the Title IX compliance reviews are already underway. In
the spring of 2007, the U.S. Department of Education evaluated the
Columbia University Physics Department. Cosmology professor Amber
Miller, talking to Science magazine, described the process as a “waste of time.”
She was required to make an inventory of all the equipment in the lab and
indicate whether women were allowed to use various items. “I wanted to say,
leave me alone, and let me get my work done.”85 But Miller and her fellow
scientists are not going to be left alone. Most academic institutions are
dependent on federal funding, and scientists like Miller and her colleagues
can be easily hammered.

Equally worrisome is the fact that the NSF and NAS—America’s most
prestigious and influential institutions of science—have already made signif-
icant concessions to the STEM-equity ideology. So have MIT and Harvard.
Can Cal-Tech be far behind?

The power and glory of science and engineering are that they are, ada-
mantly, evidence-based. But the evidence of gender bias in math and science
is weak at best, and the evidence that women are relatively disinclined to 
pursue these fields at the highest levels is serious. When the bastions of 
science pay respectful attention to the weak and turn a blind eye to the seri-
ous, it is hard to maintain the view that the scientific enterprise is some-
how immune to the enthusiasms that have harmed other, supposedly 
“softer,” academic fields.
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Few academic scientists know anything about the equity crusade. Most
have no idea of its power, its scope, and the threats they may soon be facing.
The business community and citizens at large are completely in the dark. This
is a quiet revolution. Its weapons are government reports that are rarely seen;
amendments to federal bills that almost no one reads; small, unnoticed, but
dramatically consequential changes in the regulations regarding government
grants; and congressional hearings attended mostly by true believers.

American scientific excellence is a precious national resource. It is the
foundation of our economy and of the nation’s health and safety. Norman
Augustine, retired CEO of Lockheed Martin, and Burton Richter, Nobel
Laureate in Physics, once pointed out that MIT alone—its faculty, alumni, and
staff—started more than five thousand companies in the past fifty years.86

Will an academic science that is quota-driven, gender-balanced, cooperative
rather than competitive and less time-consuming produce anything like these
results? So far, no one in Congress has even thought to ask.
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Low Numbers: Stereotypes and the
Underrepresentation of Women 

in Math and Science 

Joshua Aronson

Not long after Harvard president Lawrence Summers was publicly excoriated
and ultimately removed from office for sharing his thoughts about men
being naturally better scientists and mathematicians than women, I found
myself invited to sit on various panels convened to “debate the scientific evi-
dence” on gender differences in math and science, specifically to present my
research on “stereotype threat,” which is the psychological predicament
women and other minority group members face when confronted by 
cultural stereotypes alleging lower intellectual ability. Nearly all of these 
symposia were alike in their titles, which were questions, like this:

Are Women Being Held Back in Math and Science? 

Female Under-Representation in Science: Nature or Nurture?

Was Larry Summers Right about Sex Differences in Math and Science?

As provocative as such questions are, they have the unfortunate tendency
of eliciting answers that are either wrong or ultimately of little use. Indeed,
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even the notion of a “debate” on the scientific issues presumes that the num-
ber of positions one can take on a given issue is two, and thus leads us to
ignore the middle ground, the complex ways nature and nurture interact.
Judging from the apparent number of changed minds at the end of these
debates—approximately zero—it is reasonable to ask whether the way 
we debate science may actually slow progress toward narrowing group 
differences and increasing the ranks of women in the highest levels of math
and science. 

It doesn’t help matters that such discussions nearly always are conducted
in the wake of a public crucifixion of the Larry Summers variety. At this 
writing, the most recent notable to be brought down for racial insensitivity
is the Nobel Laureate James Watson, who, in attributing Africa’s problems to
the lower innate intelligence of Africans, found his reputation, his book tour,
and his job directing a research center all destroyed by a few poorly chosen
words. One need not agree with the Summerses or Watsons of the world to
experience anguish at their professional demise, to cringe at the bigotry on
both sides of the nature/nurture divide, and to shudder at the thinness of the
political ice that surrounds us all, just waiting for a slip of the tongue. 

If these debates have convinced me of anything, it is that the most
malign influence is neither “IQ fundamentalism”1 on the one hand, nor
“political correctness” on the other. It’s the overconfidence that so often
accompanies either of these extremes. Whether it is expressed by a women’s
rights activist’s fleeing the room at the mention of “biological differences” or
the sneering hostility of a Wall Street Journal editorial extolling them, it is 
the overconfidence and dig-in-the-heels-and-say-anything-to-win mindset
that keeps us debating rather than learning from the science on gender and
race differences. 

Although neither sneering nor shrill, the recent National Academy of
Sciences report, Beyond Bias and Barriers: Fulfilling the Potential of Women in
Academic Science and Engineering, is nonetheless a bit too confident about the
barriers holding women back.2 Its central argument is that girls and women
are impaired by both conscious and unconscious biases that stem from cul-
tural notions about female inferiority in math and science, and by processes
such as “stereotype threat,” in which one’s own performance and motivation
are spoiled by worries about living down to the low expectations these cul-
tural notions impose. Although it is clear that gender bias exists and that
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stereotype threat—which I will describe in detail in this chapter—can sig-
nificantly impede intellectual performance and development, the confidence
that they play a big role in holding women back is unwarranted. Despite the
admirable intentions of the NAS report, its authors are simply too confident
that biological differences are not involved and that bias is. If we are true to
the scientific process, we need to be clear on the fact that we do not know
to what extent bias, stereotype threat, or other social factors contribute to the
low numbers of women in math and science. Nor can we be confident that
these processes are not involved. 

The problem is that, unlike years of education, annual yearly income, or
even IQ, constructs like gender bias and stereotype threat defy easy quan-
tification; they cannot be easily entered into multiple regression analyses to
calculate the percentage of variance explained in the gender gap—not in any
terribly convincing way, at least. By the same token, we cannot confidently
say how much biological “femaleness” matters in the gender gap, either.
Thus, we are left knowing that biology and socialization matter, but how
much each factor matters remains unclear. 

This is precisely the conclusion reached by the psychologists Stephen
Ceci and Wendy Williams in their recent book, Why Aren’t More Women in
Science?3 After considering the research and viewpoints of the nation’s sex-
difference experts, they admit being unable to offer any firm conclusions
about the relative roles played by nature and nurture in the low numbers of
women in science. They further point out how the vast mosaic of findings
that comprises the body of research on gender differences provides the sci-
entific community with its own Rorschach test, affording diametrically
opposed conclusions to be drawn—often from the same data—presumably
depending upon one’s implicit theories about nature and nurture, or upon
one’s political ideology. If we are rational and honest, the only reasonable
response to such a mixed bag of scientific evidence like this is to get less con-
fident, less extreme, and to become more tentative, to recognize that there
are no simple answers. But studies of partisans reveal that people are often
far more rationalizing than they are rational; and so mixed evidence has the
paradoxical effect of further polarizing attitudes, leaving partisans ever more
confident that they were right all along, and that those on the other side of
the argument must be terribly biased. This is yet another reason these
debates can be a waste of time. 
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As an applied social developmental psychologist, my read of the group-
differences inkblot is greatly influenced by my goals as a researcher—which
are not to focus on the question of how much group differences in achieve-
ment are caused by biology or socialization but, rather, on how an under-
standing of human psychology can help improve learning, motivation, 
performance, and intellectual development. This perspective renders the
how-much-nature-how-much-nurture question irrelevant. Neither denying
biological differences nor emphasizing them, I ask instead the practical ques-
tion of whether differences among groups can be narrowed, and if so, how.
Stereotype threat, a theory that I’ve been fortunate to help develop with my
mentor, Claude Steele, and others, has been a fruitful vehicle for addressing
these questions.

Stereotype Threat

A psychologist friend of mine spent a day at the White House some time ago
to participate in a conference on programs to help inner-city children.
President George W. Bush kicked off the proceedings with some introduc-
tory remarks. To my friend’s surprise, the president spoke for nearly fifteen
minutes without notes or teleprompter—and was articulate, fluent, and
engaging. He was also genuinely witty and, at moments, even brilliant. In
other words, he was utterly different from the person we have come to know
from television, whose verbal gaffes fill the pages of such books as Bushisms
and The Bush Dyslexicon, and whose behavior and speech have earned him
derogatory nicknames and inspired countless late-night talk show jokes riff-
ing on his assumed stupidity. My friend’s experience with a surprisingly
intelligent Bush was not an anomaly. After viewing a 1994 video of Bush’s
gubernatorial debate with Texas governor Ann Richards, a similarly aston-
ished James Fallows wrote,

This Bush was eloquent. He spoke quickly and easily. He rattled
off complicated sentences and brought them to the right gram-
matical conclusions. He mishandled a word or two (“million”
when he clearly meant “billion”; “stole” when he meant “sold”),
but fewer than most people would in an hour’s debate. More
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striking, he did not pause before forcing out big words, as he so
often does now, or invent mangled new ones.4

Many commentators, both Bush friends and Bush foes, have said that, off
camera, he is far smarter and more articulate than people realize. Bush’s SAT
score, it turns out, places him in the same IQ range as John F. Kennedy, and
higher than that of Bill Bradley and John Kerry. Stories friends tell of Bush’s
college days portray him as neither intellectually curious nor engaged, but
reveal him as capable of stunning feats of intelligence—for example, being
able to remember the names of a roomful of fifty fraternity brothers after hear-
ing their names announced only once, something none of the other pledges
could come close to doing. None of this means, of course, that Bush is an
intellectual powerhouse whenever he’s not on the spot, but it does raise an
important question: What accounts for the fact that people can be demon-
strably smart under some circumstances and yet apparently much stupider in
others? What renders a person unable to demonstrate knowledge he or she
can be assumed to have—say, on a test or during a speech? And what, if any-
thing, might this have to do with racial and gender gaps in test scores?

The stock in trade of social psychology is to demonstrate that social 
context can exert powerful effects on human behavior and psychological
functioning, overwhelming what we consider to be essential, defining per-
sonality characteristics. Hundreds of experiments demonstrate that the same
individuals can act very differently—more competitively, more aggressively,
more kindly—than their personality profiles or social reputations indicate,
depending often upon small details of the social situation, the relationships
among the actors involved, and the interpretations the actors draw about the
context and the people in it.5 Thus, “honest” students in one context have
been shown to lie, cheat, and steal in another; a girl who disobeys her par-
ents and dominates her younger brother in the home is shy, retiring, and
obedient in school; the brilliant academic, adored by his students for his wit
and charm in the classroom or on television, is awkward and boring in the
presence of his mother-in-law—and so on. We’ve all experienced this, both
as spectators of others’ variability and as actors noticing our own. The
research on stereotype threat simply extends this logic to the domain of
human intellectual performance, and suggests that the predicament that has
created difficulties for George Bush—a reputation for being ignorant and
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inarticulate that became widespread after he botched an on-air foreign 
policy quiz in 1999—can also operate at a group level, creating difficulties
for individuals belonging to groups traditionally considered intellectually
inferior. Human intellectual behavior is more fragile and malleable than we
tend to realize, and what makes it fragile is that it is transacted within a web
of social forces. These forces are powerful yet mostly invisible, and thus,
when we evaluate the performances of presidents, college students, or fourth
graders, we typically do a bad job of factoring them into our judgments of
how smart people are. 

Claude Steele and I tested the hypothesis that black college students may
experience considerable apprehension when they are called upon to demon-
strate their intelligence. In such situations (taking a test, speaking up in class,
discussing a difficult concept with a fellow student, and so on), they face a
predicament brought on by their awareness of the stereotype of African-
American intellectual inferiority and their presumption that others may use
the stereotype to evaluate them. Depending on the details of the situation,
they may feel especially at risk of living up to the stereotype—of conform-
ing to the image of the stereotypical stupid black person—and thus being
devalued in the eyes of those around them. We further reasoned that the
black student may even experience stereotype threat when no one else is
watching, because the stereotype stands ready in his subconscious to explain
any experienced difficulty performing an intellectual task. Such feelings
could arouse anxiety, which, on complicated intellectual tasks, is known to
disrupt performance, divide attention, and otherwise create an extra layer of
unpleasantness not experienced by individuals for whom the stereotype
does not apply. If this is true, we reasoned, perhaps it could help explain
some part of the test-score gap—the portion that consistently remains after
accounting for such factors as parents’ level of intelligence, education,
wealth, and the other “usual suspects” to which people customarily attribute
group differences.6

We first tested these ideas with a series of laboratory experiments, in
which African-American and white college students took a difficult verbal
reasoning test. Half of the test-takers were given the test under normal test-
ing conditions, with the test presented as a measure of verbal ability. For the
remaining test-takers, we altered the test-taking situation, taking pains to
assure the students that our purpose in having them solve the verbal items
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was not to measure their intelligence but, rather, to examine the psychology
of problem-solving. The test performance results were quite striking. African
Americans led to believe we were not interested in measuring their intelli-
gence performed significantly better than those in the control condition. The
difference in instructions had no appreciable effect on the white test-takers’
performance. 

Because black students were scarce at the university, we were forced to
work with small numbers, and thus, despite a very strong effect, we needed
to use a statistical correction to move from marginal to conventional 
statistical significance. Thus, we employed a commonly used statistical 
correction for test-takers’ prior verbal scores on the SAT which adjusts the
performances in a way that allows us to treat the students, who varied in
their SAT scores, as though they had equivalent scores, thus putting us in a
better position to disentangle the effects of experimental conditions from 
differences in test-taking ability and preparation. This correction is standard
practice in such situations. Nonetheless, it has raised questions that have 
had the unfortunate effect of distracting some people from the essential 
message of this work. 

The message, again, is this: Intellectual performance is more fragile and
malleable than customarily thought, and attending to the psychological con-
text—what it feels like to be an African American taking an IQ test, a women
taking a math test, or George W. Bush making a speech with the television
cameras rolling—can help us understand and improve performance and
learning among individuals confronted by negative stereotypes or personal
reputations. No matter how one analyzes the data, the conclusion is the
same: We boosted African Americans’ performance by deemphasizing an
analysis of their ability, thereby making the situation psychologically safer
and more conducive to intelligent thought. As one can see in figure 5-1, cor-
recting for SAT or not correcting for SAT does not change this conclusion.

In the wake of the publication of this study in 1995, a good number of
similarly constructed experiments (some three hundred at last count) have
been conducted with targets of other group stereotypes—women taking
mathematics tests, Latinos taking verbal tests, students of low socioeco-
nomic status taking verbal tests, elderly individuals performing short-term
memory tasks, women taking tests of political knowledge, chess, and driv-
ing, and even African Americans taking tests of miniature golf!7 In addition
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to supporting the findings of the original study, some of these experiments 
also establish important insights about the nature of stereotype threat. 
Most important, perhaps, is the fact that one need not be regularly or 
persistently targeted by ability stereotypes to be affected by them. For exam-
ple, my colleagues and I found that white males with very high math 
abilities can be led to choke on a test by informing them that their scores
would be used to evaluate their ability relative to Asian test-takers.8 Studies
like this underscore the power of stereotypes to suppress intelligent thought
and performance.

Reducing stereotype threat can improve performances that draw upon
abilities thought to be mediated by hormones. For example, mental rotation—
the ability to mentally rotate representations of two-dimensional or three-
dimensional objects—has long been shown to produce robust gender 
gaps favoring males at all ages and has been linked in some studies to the
amount of testosterone in the body.9 This suggests a hard-wired sex differ-
ence in abilities and interests in spatial abilities with implications that range
from a child’s preference for playing with LEGOs over dolls, to performing
well on geometry tests in high school, to success in engineering classes 
in college, all of which could help explain the low numbers of women in
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FIGURE 5-1
VERBAL TEST PERFORMANCE UNCORRECTED BY SAT-V VS.

VERBAL TEST PERFORMANCE CORRECTED BY SAT-V

SOURCE: Test performance results from Steele and Aronson 1995.
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“hard” math and science careers. And yet Matthew McGlone and I found
that we could significantly influence mental rotation performance on the
Vandenberg Mental Rotation Test (a common measure of spatial ability) 
simply by influencing what test-takers thought about prior to the test. In 
our study, we gave male and female college students one of three mindsets.
To get some of the test-takers thinking about their gender, we asked them to
tell us a few things a student might like about living in a coed dorm. We
compared this to a control condition in which they were asked to tell us a
few things a student might like about living in the Northeast (where their
college was located). As can be seen in figure 5-2, men performed better and
women worse than controls when led to think about their gender. But we
almost completely eliminated the gender difference in a third condition by
getting them to think about a positive achieved identity—we asked them
what someone might like about being a student at a “highly selective liberal
arts college.” Thus, psychological mindsets can overcome even robust sex
differences in performance that are often attributed to biology. 

In each case, the message of these studies is the same: Reduce stereotype
threat and performance improves; induce it, and performance suffers. Many
studies of this sort have also examined important individual differences in
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FIGURE 5-2
IDENTITY SALIENCE INFLUENCES MENTAL ROTATION PERFORMANCE

SOURCE: Vandenberg Mental Rotation Scores from McGlone and Aronson 2006.
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what I call “stereotype vulnerability.” Do students think that the stereotypes
are true? Do they expect to face lots of discrimination? Do they care a great
deal about academic success in a domain? Do they feel a strong connection
to their racial or gender identity? Do they believe intelligence is essentially
fixed and cannot develop? Students who answer yes to these questions tend
to be more vulnerable to stereotype threat.

There is a fundamental point that must be stressed about such 
experiments—one that any student who has taken a course in experimenta-
tion understands, but is often lost on people not trained in social science.
Laboratory experiments—either one or a group of three hundred—can tell
us nothing about the degree to which a phenomenon occurs in the real
world, or, indeed, if it occurs at all. This is not what experiments are
designed to do. They simply tell us about average responses to conditions
created in the experiment—how, say, a typical person processes information
when he believes his intelligence is being measured. If people respond as we
predict they will, we know that our theory of human information process-
ing is correct, at least under the conditions we have specified and with the
population we have sampled. If we are wrong, we revise our theories accord-
ingly. The experiments on stereotype threat therefore cannot tell us how much
of the race gap or the gender gap in achievement in the real world can be
attributed to stereotype threat. The laboratory experiment is simply not
designed to do this, any more than a hammer is designed to saw wood, turn
screws, or apply paint. 

This limitation, of course, applies to any experimental evidence under
consideration in sex differences research. For example, Simon Baron-Cohen
and his colleagues find that male newborns are particularly drawn to spatial
objects—a mobile with parts that move mechanically—whereas female new-
borns are particularly interested in human faces.10 These findings clearly
establish, to my mind, a critical difference that stems from biology and is rel-
evant to spatial abilities and, thus, math performance. But how much of the
gender gap in math, or the low numbers of women who will later choose a
career studying “things” (physics, computer science, or engineering) versus
one oriented toward “people” (biology, sociology, or politics) can be attrib-
uted to these inborn differences? The data provide no information about
how much of the gap is nature or how much later socialization will enter 
and change the picture—or any other sort of how much question about the 
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gender gap in the real world. What they do tell us is this: Any theory attribut-
ing differences in interest in spatial tasks uniquely to socialization is either
wrong or in need of revision, because these differences show up before any
socialization can occur. That’s the kind of work experiments do. They test
theories about the way human minds work. 

Stereotype threat experiments tell us, among other things, that contexts
that arouse stereotype threat can have an impact on test scores. They also
reveal the psychological processes involved, such as how the cognitive acti-
vation of stereotypes accompanies impaired performance and working
memory capacity, as well as the activation of brain regions associated with
social and physical threats.11 They further suggest the conditions and mind-
sets that can reduce stereotype threat, such as being exposed to a role
model—a female or black test administrator, for example—whose mere
presence and assumed expertise can counter stereotype threat and raise the
test scores of females and blacks taking the test.12 Above all, at a most fun-
damental level, these experiments tell us that any theory holding that tests
measure only innate intelligence or academic preparation are either wrong
or in need of revision. It is the understanding gained from these experimen-
tal findings—namely, that intellectual performance is subject to social influ-
ences like stereotype threat—which we apply to the real world, not the exact
experimental results themselves. Our understanding tells us that IQ and
effort are not the only things that matter in test performance. Psychology
matters, too. We think this is a useful thing to know.

Stereotype Threat in the Real World

To find out if and how stereotype threat plays a role in the real-world achieve-
ment of women and minority students, research must be conducted that tests
these understandings of human performance in schools, in standardized test-
ing centers, and in college classrooms. A number of studies have done just
that. To find out how much of the gap in grade point average (GPA) may be
attributed to stereotype threat, one approach is to measure stereotype vulner-
ability in students and predict their college performance over time. For exam-
ple, Douglas Massey and Mary Fischer conducted a longitudinal survey of
over four thousand freshmen from different ethnic backgrounds, attending
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more than twenty-eight American colleges.13 Students were surveyed at the
beginning of their college careers, and their performance was monitored
thereafter. Large differences in GPA were found among ethnic groups; Asians
and whites outperformed blacks and Latinos, even when controlling for SAT
scores, family income, and other important background factors. The degree
of measured stereotype vulnerability predicted 9–10 percent of their variation
in grades, and, when accounted for in the predictive model along with the
other background factors, explained the entire performance gap. In other
words, stereotype threat explained the unexplained portion of the gap that
was left over once we accounted for high school grades, family background,
and prior measures of ability and preparation. 

A second approach to examining the role of stereotype threat outside the
laboratory involves asking whether women in the pipeline to math and sci-
ence careers experience it. Students at the high end of the mathematics bell
curve are frequently assumed to be immune to stereotype threat. To test this,
Catherine Good, Jayne Anne Harder, and I examined the performances of
women and men in the highest-level calculus classes offered at the
University of Texas. All of the men and women in the class were informed
by the professor that the test, like all of the tests in the course, was a meas-
ure of their calculus abilities and knowledge, but half were further informed
that the test had never shown gender differences in the past, a framing of the
test that had been shown to reduce stereotype threat in laboratory studies.
In the control condition, where stereotype threat was not nullified, the
women and men performed equally well, which is not surprising given that,
on average, these women’s grades were equal to the men’s. But when stereo-
type threat was reduced by the statement about gender bias, the women per-
formed significantly better than the men. Thus, stereotype threat appears to
operate in high-level classes that future scientists must pass, apparently sup-
pressing women’s performances even on in-class tests. 

A number of studies have gotten at the real-world applicability of the the-
ory by conducting interventions based on the hypothesis that reducing feel-
ings of stereotype threat in classrooms should increase grades and test scores.
For example, Geoffrey Cohen and his colleagues, employing means that would
cost a school system very little to implement, reduced the black–white grade
gap among middle school students by 40 percent.14 Cohen and colleagues did
this by having students complete an in-class writing assignment that affirmed

LOW NUMBERS: STEREOTYPES AND UNDERREPRESENTATION  115



their most cherished values, an intervention shown in numerous laboratory
studies to reduce or eliminate the effects of psychological threats by creating a
sense of psychological safety. Catherine Good, Michael Inzlicht, and I con-
ducted another theory-based intervention among middle school children and
examined its effects on their statewide exit exam scores in reading and math.15

The intervention involved having older students share their wisdom by teach-
ing one group of younger students that human intelligence can grow with
effort, and another group that most students improve their scores and grades
once they get the hang of middle school. Both of these interventions, which
had been shown to reduce test anxiety in the lab, significantly improved
Latinos’ reading scores and completely eliminated the gender gap in math test
scores by improving the performance of the girls. 

Considered together, the Cohen intervention and the Massey and Fisher
longitudinal study of college students underscore a vital point—another 
that is missed by nonscientists: Even if stereotype threat accounts for, say, 
9 percent of the achievement gap between two groups, interventions that
reduce it can initiate a process that closes the gap to a much greater degree
(for example, 40 percent). Reducing stereotype threat, in other words, may
create the conditions that allow students to engage more deeply with their
academic work and learn better, which in turn engages other processes, such
as encouragement and praise from parents and teachers, more adaptive
responses to critical feedback,16 peer respect, and the love of learning—
processes that have recursive, spiraling effects on achievement. For this reason,
insisting, as some people have, on answering the how-much-of-the-gap ques-
tion before doing anything about it strikes me as a misguided obsession.
Knowing that factor x causes 10 percent of a problem does not force the con-
clusion that intervening upon that factor can produce an improvement of
only 10 percent. In the case of stereotype threat and academic achievement,
the size of the cause appears not to be isomorphic with the impact of inter-
vening on that cause.  It also means that what looks like a “quick fix” of reduc-
ing threat can open the door to “slower-fix processes,” like greater willingness
to study, an increased sense of valuing and enjoying learning, and better
responses to feedback, all of which have positive effects of their own.

Such studies make me optimistic that gender and race gaps can be con-
siderably narrowed, and that doing so requires neither massive nor expensive
interventions. Small, timely, intelligently designed interventions can be as
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effective as, or even more effective than, the massive but ill-conceived inter-
ventions that are so often proposed. The failure of No Child Left Behind
(NCLB) to reach its goals is a testament to the fact that interventions that mis-
understand or ignore the psychology of human motivation are unlikely to
work well, no matter how much legislative muscle they may have behind
them. Charles Murray recently interpreted the failure of NCLB as evidence that
essentially nothing can be done to reduce the achievement gap.17 I read the
failure very differently—not as proof of the intractability of the gap, but as a
repudiation of the higher-test-scores-or-else approach to improving learning
and motivation. Some years ago I predicted NCLB would fail for just this rea-
son,18 and data from recent large-scale experiments with the California
Academic Skills Exit Exam bear this out.19 The study found that requiring the
exam for high school graduation lowered the minority students’ performance
across the board and girls’ performance on the math test. Similarly skilled stu-
dents performed better on the same exam a year earlier, when the stakes were
lower. But just because you cannot force more learning and higher test scores
with threats and high pressure does not mean you cannot get them through
other, more thoughtful means, and our stereotype-threat-based interventions
show this. 

“Controversial” Issues in Stereotype Threat

Since I intend to play hardball in discussing the criticisms of stereotype threat,
I should probably go up to bat first. There is no doubt about it: Steele and I
made mistakes in our first publication on the test performance of African
Americans. First, we overstated the situational side of the case, suggesting that
the threat was located primarily “in the air,” and not in some combination of
person and social context. Our subsequent research quickly departed from
this it’s-all-in-the-situation stance. After all, reality is partly what people make
of it, and therefore our individual personalities and mindsets—those that the
culture imposes upon us, those we develop through life experiences, and
those we choose—matter a great deal in how and how much we are affected
by situations, such as the situations facing the targets of negative ability
stereotypes. Still, many achievement situations are so powerful that a random
sample of students is likely to do worse on a test when confronted with a
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stereotype—as in the study of male math whizzes confronted by the stereo-
type of Asian superiority, and the original Steele and Aronson study itself.20

But I believe we were so excited about the power of the situation that we 
justifiably but insufficiently emphasized the theoretical role of individual 
differences in stereotype threat in that initial paper. A long list of studies 
illuminating these individual differences has corrected this error.21

A second mistake was that, in order to justify using prior SAT scores as a
covariate, we made an odd argument, suggesting that stereotype threat prob-
ably did not affect students’ SAT scores because the SAT was not sufficiently
difficult for the Stanford University students included in the study. I no longer
believe this. There is simply no theoretical reason why the SAT would be
immune to stereotype threat if the test-taker experiences some difficulty with
it. A recent meta-analysis of stereotype threat studies conducted in several
countries and involving nearly 19,000 test-takers at all levels of ability sug-
gests that on average, Latinos and blacks lose about 40 points on the verbal
SAT due to stereotype threat, while women lose about 20 points on the math
SAT.22 In other words, because of stereotype threat, the SAT systematically
underestimates the abilities of both women and non-Asian minorities.

Our third mistake, as noted earlier, is that we published our study with
a graph of adjusted means that created the illusion that reducing stereotype
threat eliminates the racial achievement gap, instead of presenting the unad-
justed means as I have done in figure 5-1. Given all the misunderstandings
this graph produced, I have come to think of that error—which appeared in
only the third publication of my career, submitted some fifteen years ago—
the same way I think of pictures of me in the 1970s, with my bad haircut,
paisley shirts, and bell-bottom jeans: What was I thinking? At the same time,
I’m comforted by the fact that science is a self-correcting enterprise. The
errors and unanswered questions in that early paper have led other scientists
to raise important questions and do their own research. And this is just as it
should be: One study’s flaws are addressed by another’s strengths. One rea-
son for the rapid growth of stereotype threat research is that our errors and
loose ends have inspired so many independent laboratories to address the
issues raised by our first publication on the subject and to do their own
research. This is all for the good; it’s how science progresses.

What has been most surprising about a few of the critics of stereotype
threat research is that they have tended to focus almost exclusively on the
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very first study—the Steele and Aronson paper—in a series of three hun-
dred, ignoring the fact that the theory has been greatly refined and reinforced
by a corpus of subsequent research. I cannot think of another case in science,
medicine, or technology where an entire body of informative research by
independent laboratories around the world is called into question because of
loose ends in the first study in a series. It is as if a few if-man-were-meant-
to-fly fundamentalists in 1945 were harping about the future of aviation
because of complications at Kitty Hawk. 

The absurdity of this approach makes sense only when we consider
where the criticisms are coming from—namely, nonscientists with an IQ
fundamentalist agenda, or scientists connected with the testing industry.23

Two implications of stereotype threat seem to bother them. First, if scores
can be pushed around so easily by changes in the context, then cognitive
tests may not be such great measures of intellectual worth. Second, they
appear mightily resistant to the idea that institutions like schools can nurture
intellectual development and make students smarter and more productive
by attending to the psychology of achievement. 

A conservative law professor named Amy Wax best exemplifies the IQ
fundamentalist response to this research. Rather than conduct corrective
research or sample the entire body of stereotype-threat research, she
approaches scientific discussion with incuriosity and arguments more appro-
priate to a civil suit or an installment of Hannity and Colmes than to sober 
scientific discourse.  In an op-ed piece she cites “grave methodological flaws”
and the “lack of evidence” to support stereotype threat.24 Don’t get me wrong;
she is right to raise questions about our research. The problem is that she is
not interested in the answers—unless they confirm her prior beliefs, which
she made clear in print before her public attacks on stereotype threat began: 

Some—perhaps many—people are not smart enough, or inter-
ested enough, to solve hard problems that demand the use of
algebra and geometry. No amount of “educational reform” can
change this.25

This is the IQ fundamentalist position on group differences: Nothing can
be done to alter what is essentially set in genetic stone. The problem with
this position (beyond the overconfidence and incuriosity) is simple: data.
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Whether it’s James Flynn’s consistent finding that every succeeding genera-
tion’s IQ has risen steadily in most cultures,26 or the increasing ranks of
women succeeding in mathematics and science,27 or the fact that girls in
Belgium and Japan score much higher in math and science than do boys in
America,28 or the fact that children randomly assigned to same-race,29 same-
sex,30 or high-quality teachers31 or to smaller classes32 become measurably
smarter and more engaged than their less fortunate peers, or the narrowing
black–white test-score gap over several decades,33 or any of our achievement-
boosting interventions conducted under the aegis of stereotype threat—
there is simply too much evidence that intellectual ability is shaped by 
culture and context for a rational social scientist to accept the notion that “no
amount of school reform” can change the status quo. Indeed, as should be
clear from the intervention research, even a small amount of school reform
can do it; it just needs to be intelligently designed. 

With IQ fundamentalism as one’s working theory, one is forced in 
the face of contrary evidence either to revise the theory, or to twist or 
simply ignore the new evidence in order to preserve a sense of reasonable-
ness.  Wax has taken the latter approach in her treatment of stereotype
threat. 

For example, Wax bemoans the lack of evidence showing that reducing
stereotype threat would improve the performance of women or minorities in
the real world. Yet such evidence is abundant, as is noted above. At her
request, I sent Wax articles showing that the grades and test scores of minor-
ity students and girls rise dramatically in response to simple interventions
that reduce stereotype threat in schools and on statewide standardized exit
tests, as well as in high-level college math courses. These were high-quality,
randomized, controlled trials published in top journals—they cannot be
written off either as laboratory demonstrations or as artifacts of statistical
corrections. Wax made no mention of these promising effects in her critiques
of stereotype threat, and, when confronted with the data during our October
2007 debate at the American Enterprise Institute (AEI), she simply changed
the subject and moved on to another item in a litany of complaints.  This is
not how science progresses.  

More recently, Charles Murray—a serious social scientist from whom 
I typically learn a lot and with whom I tend to agree on a great many 
issues—has dismissed the implications of this body of research as “educational
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romanticism.” But to maintain such a position, he, too, must overlook data. 
He writes,

The problem that gets in the way of this appealing story is that
all of the experimental studies have explicitly induced a threat as
part of the experiment’s protocol. That threat consists of telling
the experimental group that they are about to take a test that
measures their innate ability. But tests in K–12 education are
never presented that way.34

All of the experimental studies? In reality, studies exist (of which I made Wax
and Murray aware) showing that stereotype threat is the default situation—
where no mention is made about innate ability. In these experiments, test
scores improve if test-takers are given instructions that reduce naturally
occurring stereotype threat—for example, by presenting the test as a meas-
ure of an expandable ability, or as gender-fair, or as not measuring ability at
all. A particularly striking example of this kind of study was conducted by
the Educational Testing Service (ETS), which found it could reduce some
of the stereotype threat in an actual AP calculus test simply by removing the
customary request for gender information that precedes the test. This little
change significantly boosted the performance of young women taking the
calculus exam, and thereby significantly increased the number of women
who qualified for AP credit. Indeed, according to one published analysis of
the ETS data, simply moving the demographic information to the end of the
actual test would “increase the number of women receiving AP calculus
credit each year by 4,700.”35

Wax and Murray are also unmoved by the longitudinal research on
thousands of college students conducted by Massey and Fischer, showing
that stereotype threat accounts for about 9 percent of the variance in col-
lege achievement among minority students.36 This last point is particular-
ly curious, because among Wax’s strongest criticisms of the theory, voiced
during her AEI presentation, is the claim that nobody has done any work
showing how much of the achievement gap can be attributed to stereotype
threat.37 She said this only minutes after I presented such data.

Finally, and most depressingly, Wax has repeatedly misled the public
regarding the nature and meaning of Paul Sackett’s theoretical musings about
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the original Steele and Aronson research.38 Sackett raises two very important
points. First, he found that many media accounts and textbooks and a few
journal articles had spoken of our research in a shorthand that implied the
entire race gap was caused by and therefore could be eliminated by reduc-
ing stereotype threat. This misunderstanding was surely abetted by our
graph showing only the SAT-corrected test scores without presenting the
uncorrected scores. If true, this misperception would be unfortunate and
indeed regrettable. Yet the rational, scientific approach to a myth is to 
look really closely at the data—all of them—and not simply generate a 
countermyth about our research being flawed. 

Moreover, despite the alarm raised by Sackett’s critique, I have never
met, in years of contact with educators and psychology students, anyone
who attributes the entire gap to stereotype threat. Professor Wax is the only
person I’ve ever met who thinks that I have claimed this central role for the
phenomenon, and repeatedly puts such claims in the mouths of stereotype
threat researchers.39 So, I’ll be extra clear: Stereotype threat does not explain the
entire race gap. To think so would require ignoring years of research on
important contributing factors.40 Indeed—and this is why the critiques are
so surprising—the existence of stereotype threat does not even imply that
there is no genetic or biological basis to group differences in ability; it sim-
ply means that among the many factors that contribute to group differences,
it is an additional factor, one that appears to be significant, and highly
amenable to intervention.

Sackett’s second point is that by using an analysis of test scores that con-
trolled for students’ prior SAT scores, we possibly obscured the nature of the
phenomenon. Specifically, he argues, we might have been showing that by
jacking up stereotype threat in the laboratory, we could scare black students
into scoring at lower levels than would be reflective of their “true” abilities
(that is, as indicated by their SAT scores). But, he reasons, we were not show-
ing that reducing stereotype threat, as we argued, could improve scores 
relative to the prior SAT scores. I should note that of the hundreds of exper-
iments that confirm stereotype threat, only a handful use this correction.41

Nonetheless, Sackett’s argument about the Steele and Aronson experi-
ments is a reasonable one. But as compelling as it is, it advances a theoretical
point, not an empirical one. In other words, Sackett is speculating about our
data, not analyzing it. Our actual data did not support this reasoning; again,
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as shown in figure 5-1, when analyzed with or without the SAT correction, it
is clear that black test-takers’ scores were improved by assurances that we
were not interested in measuring their intelligence. Still, to be certain of this
requires a larger experiment than ours, one that presents the test in three ways
rather than just two, so that we can determine if presenting the test as a meas-
ure of intelligence actually differs, as Sackett claims, from simply presenting
it as one normally does—as a test, without adding the notion that we are
examining intelligence and thus depressing scores by scaring students. 

Ryan Brown and Eric Day conducted just such an experiment with stu-
dents at the University of Oklahoma, and it shows that our interpretation
was the correct one.42 Brown and Day gave black and white college students
the Raven’s Progressive Matrices test, a culture-free, nonverbal IQ test that is
prized by IQ researchers for being unbiased. One group of students was
given the test with the official Raven’s instructions (which do not mention
intelligence). A second group (the stereotype-threat group) was told that the
test was a measure of their intelligence, and a third (the stereotype-threat-
reduced group) was told that the task was simply a puzzle. The results
showed identical effects in the first two conditions: Blacks scored signifi-
cantly worse than whites when they thought that the test was a measure of
their intelligence or when the test was given under the standard Raven’s
instructions. Contrary to Sackett’s theory, calling the Raven’s a test of intelli-
gence did not produce lower performances than did the standard instruc-
tions. As in the Steele and Aronson studies, the framing of the test in these
two conditions did not affect the performance of the white students.
Moreover, the patterns of data were identical whether or not the scores were
adjusted by students’ prior test scores. Thus, the argument that our experi-
ment shows only that one can make blacks or women perform worse than
their prior test scores by adding an artificial, surplus fear—one that doesn’t
exist in the real world of standardized testing—was refuted. In the “puzzle”
condition, where stereotype threat was minimized, blacks performed dra-
matically better. These results perfectly confirm the notion that stereotype
threat is operative when people take tests under standard testing conditions,
and that making the situation less psychologically threatening can improve
their test scores relative to their prior tested ability. The astute reader 
will note that this is just the sort of experiment Charles Murray claims does
not exist.
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Wax has repeatedly used the Sackett argument to impugn the stereotype
threat research, despite being aware of research that demolishes its underly-
ing premise. Worse, in her Wall Street Journal editorial, she pretends that
Sackett and colleagues actually formulated their critique of our research with
empirical data rather than speculation:

As noted by University of Minnesota psychologist Paul Sackett
and his colleagues in the January issue of American Psychologist,
the raw, unadjusted scores of African-American and white stu-
dents in the Steele/Aronson paper actually “differed to about the
degree that would be expected on the basis of differences in prior
SAT scores.”43

The key words here are “the raw, unadjusted scores” and “actually,”
which she inserts to build a case that stereotype threat is simply a hothouse
phenomenon, cooked up in the laboratory but with no meaning for the real
world. The problem is that Sackett never actually examined the Steele and
Aronson data. Had he requested them and analyzed them for himself, his
argument would have collapsed. Raw or adjusted, the data show that reduc-
ing stereotype threat lifted African Americans’ verbal test performance—just
as they did with Brown and Day’s Raven’s scores, and just as such threat-
reducing maneuvers have done in hundreds of studies with women and
mathematics, both inside and outside the laboratory.

Needless to say, I find this kind of fudging deeply depressing—
especially so when it is done in the name of arguing for innate and
immutable group differences. Far from being a thoughtful, truth-seeking
consideration of a diverse body of hundreds of published experiments, lon-
gitudinal field studies, and interventions, these critiques amount to little
more than a scattershot venting of the spleen at the notion that there may
be more to the story than the intellectual inferiority of blacks and the 
mathematical inferiority of women. I will leave it to experts on rationaliza-
tion to explain why anyone would find so inconvenient the good news that
simple and inexpensive means can be used to lift students to higher levels
of engagement, enjoyment of academics, and intelligence.44 But this atti-
tude does underscore a most depressing feature of our debates of the evi-
dence: Some—perhaps many—people are simply not capable of modifying
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deeply held beliefs about group differences—and no amount of data can
change this.

Conclusion: The Grand Experiment

Are women being held back in math and science? Probably, but the extent to
which they are held back by nurture versus nature remains unclear. The
good news is that things are changing. True, women currently earn fewer
than 25 percent of the bachelor’s degrees in physics, engineering, and com-
puter science—and only about a third of the PhDs in these areas.45 But it is
also true that this gap shows signs of closing. And for the past three decades,
women have been catching up to men, even overtaking them, in many other
areas of academics. In my own field of psychology, for example, women have
gone from earning a tiny minority of degrees in the 1950s and 1960s to
being awarded a commanding two-thirds majority at both the bachelor’s and
PhD levels. A decade ago, I heard a prominent social psychologist talking
about the old days, when she was one of the few women in graduate school.
She was referred to openly as “Blondie” and frequently had to listen to con-
versations about how women were fundamentally ill-suited to scientific 
psychology and naturally made for nursing, teaching, and homemaking.
Furthermore, these opinions were justified by theories of biological deter-
minism—the same ones people frequently offer to explain why women will
never attain the same level of proficiency in math and science as men. 

Such talk about psychology would be inconceivable today. That psy-
chology is a much richer, more interesting, and more relevant field with 
so many women making contributions is self-evident. Would physics, com-
puter science, and engineering enjoy similar benefits if we increased the
ranks of women? There’s reason to think so. Many efforts are currently under
way to encourage girls to enter science, including single-sex classrooms 
and schools and many programs that include methods of boosting comfort
and interest in math and science classes by applying what we have learned
in our psychology laboratories. It will be interesting to watch over the 
coming decades how the results of this grand experiment turn out, if 
women continue to close the gap with men in areas where they have been
underrepresented. 
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Whatever happens with regard to the low numbers of women in science,
it is clear to me that great improvement is possible. But my dream result is
not equal numbers of men and women in all fields. Rather, my dream is
Charles Murray’s dream, which he so eloquently shared during the confer-
ence on the nature and nurture of women in science: that every individual
receives an education that leads to an enjoyable career that fits his or her
unique talents and interests. I have another dream: That our educational
efforts yield a population that is more scientifically literate and intellectually
curious, with an interest in and respect for scientific data—so that even if 
we do not achieve equal numbers of men and women in science, more of us
will be able to distinguish scientific arguments from ideology. That would be
real progress.
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1. Gladwell 2007.
2. National Academy of Sciences et al. 2007.
3. Ceci and Williams 2006.
4. Fallows 2004.
5. For reviews, see, for example, Aronson and Aronson 2007; Gladwell 1999; Harris 1998.
6. Jencks and Phillips 1998.
7. For reviews, see Aronson and Steele 2005; Aronson and McGlone 2008; Steele

et al. 2002.
8. Aronson et al. 1999.
9. For an excellent discussion of sex differences in spatial abilities, see Newcombe

2006, as well as chapters 1 and 2, above, and chapter 9, below. 
10. Connellan et al. 2000; see also chapter 1, above.
11. Schmader and Johns 2003; Seibt and Förster 2004; Derks et al. 2008. 
12. Marx and Roman 2002; Marx et al. 2005.
13. Massey and Fischer 2005; Brown and Pinel 2003.
14. Cohen et al. 2006.
15. Good et al. 2003.
16. Cohen et al. 1999.
17. Murray 2008.
18. Aronson 2004. 
19. Reardon et al. 2009.
20. Davis et al. 2006.
21. For reviews see Aronson and Steele 2005; Aronson and McGlone 2008.
22. Walton and Spencer, in press.
23. Stricker 2006; Sackett et al. 2004.
24. Wax 2004 and 2007.
25. Wax 2003.
26. See, for example, Flynn 2007.
27. Ceci and Williams 2006.
28. National Center for Educational Statistics 2003. 
29. Dee 2005.
30. Dee 2007.
31. Pedersen et al. 1978.
32. Krueger and Whitmore 2002.
33. Jencks and Phillips 1998.
34. Murray 2008. Murray further argues that “the high-stakes tests given in ele-

mentary and secondary school are expressly described as measures of what students
have learned, not how smart they are,” but presents no evidence beyond the experi-
ence of his own children. Reardon et al.’s (2009) research on the California high
school exit exam should give him pause about this assumption.
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35. Stricker and Ward 2004; Danaher and Crandall 2008. 
36. Massey and Fischer 2005.
37. Wax 2007.
38. Sackett et al. 2004.
39. Wax 2007.
40. Jencks and Phillips 1998.
41. Wax has tended to focus primarily on this tiny minority in a sea of published

studies that did not use the analysis of covariance correction. Ironically, she accuses
stereotype threat researchers of “cherry-picking” to arrive at their desired conclusions.

42. Brown and Day 2006.
43. Wax 2004.
44. A particularly thorough and entertaining explication of how and why scientists,

politicians, district attorneys—and the rest of us—cook the facts to reach desired
conclusions can be found in Tavris and Aronson 2007. 
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Stereotype Threat: A Case 
of Overclaim Syndrome?

Amy L. Wa x

In math and science careers, men outperf o rm women. Although many fac-
tors have been cited for these diff e rences, the phenomenon of stere o t y p e
t h reat (ST) looms large as a favored explanation for observed disparities.
S t e reotype threat is a term coined by Claude Steele and his colleagues to 
refer to a psychological influence on test perf o rmance that derives fro m
social expectations. The theory of ST predicts that, when widely accepted
s t e reotypes allege a gro u p ’s intellectual inferiority, fears of confirming these
s t e reotypes cause individuals in the group to underperf o rm relative to 
their true ability and knowledge. Men have long been assumed to possess
superior talents in traditionally masculine fields such as mathematics and
science. As a result, it is claimed, women face ST when attempting to per-
f o rm in these domains.1

ST was initially described in a study investigating the reasons for the
p o o rer perf o rmance of blacks than whites on standardized tests of academic
aptitude. In an influential 1995 study authored by Claude Steele and Joshua
A ronson, elite black and white Stanford University students were given an
experimental test of verbal ability. Half were told the test would assess “indi-
vidual verbal ability,” while the rest were told that the purpose of the test was
to evaluate psychological factors related to test perf o rmance. The authors 
theorized that the first instruction would call to mind stereotypes about
blacks’ inferior ability and thus would elicit an ST response, whereas the 

I thank Jonathan Klick for helpful suggestions. Jason Levine and Alvin Dong pro-
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second instruction would not have that effect. When resulting scores were
adjusted for students’ precollege scores on the verbal portion of the SAT 
( S AT-V), black students given the first (ST-diagnostic) instruction were found
to perf o rm below expectation, while those in the second (nondiagnostic)
g roup perf o rmed as well as expected; white students, however, perf o rm e d
equally well under both conditions.2 The authors concluded that the “thre a t ” -
induced fear of confirming stereotypes about black intellectual inferiority had
caused black students in the threat-diagnostic condition to perf o rm poorly.

In the wake of the Steele and Aronson paper, hundreds of studies and
published journal articles have appeared that purport to document an impact
for ST on test perf o rmance in a range of situations. Researchers claim that ST
can depress test perf o rmance among lower socioeconomic classes,3 L a t i n o s ,4

the elderly,5 and even groups that are not traditionally stere o t y p e d .6 M o s t
n o t a b l y, there is now a large body of work re p o rting that women perf o rm
worse on tests of mathematical skill under ST conditions—that is, when con-
f ronted with the stereotype of women’s inferiority in math.7 All in all, the phe-
nomenon of ST has been analyzed extensively for over a decade and is now
included in many standard psychology textbooks. Typing “stereotype thre a t ”
in a Google search yields thousands of relevant sites, many of which are main-
s t ream media sources. ST has been repeatedly cited by newspapers, re p o rt e d
on television, and discussed in a variety of intellectual and political circ l e s .8

It is not hard to see why advocates of social equality have seized on ST
findings. If ST effects dominate, other causes of group perf o rmance dispari-
ties can be discounted. So, for instance, the Steele-Aronson observation that
black students’ verbal test scores are depressed under ST conditions suggests
that longstanding test score disparities between blacks and whites might be
due simply to perf o rmance anxiety rather than to real diff e rences by race in
academic ability, aptitude, or learning. The ST results also point decisively to
b road social influences—most notably, invidious stereotypes and widespre a d
assumptions of black inferiority—as the source of observed race gaps on
commonly administered standardized tests, thereby banishing the bugbear of
innate diff e rences. But even conceding nurt u re, rather than nature, as the ro o t
cause of underachievement, attributing perf o rmance gaps to stereotype thre a t
points away from arduous, long-term re f o rms like reducing discrimination or
i n c reasing a gro u p ’s skill level. ST re s e a rch raises the hope that underperf o r-
mance is a short - t e rm, situational problem that is amenable to the “quick fix”
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of altering testing conditions or revising test instructions. The clear implica-
tion is that, if assumptions based on invidious stereotypes can be dispelled,
the perf o rmance of lagging groups will dramatically improve, and test gaps
will disappear. 

The promise of an easy road to equality extends to gender. If women’s 
situation-specific response to unjustified group generalizations is the sourc e
of observed gender gaps in scientific success, then other oft-cited factors—
such as diff e rences in ability, interests, drive, priorities, or temperament—can
be discounted. ST re s e a rch also promises a low-cost fix for women’s under-
re p resentation in science. If the signals that cause women to achieve less can
be dispelled, observed perf o rmance disparities will abate, and the accom-
plishments of men and women in scientific and quantitative fields will quickl y
equalize. In keeping with these observations, a psychologist writing in an Ameri-
can Psychological Association (APA) volume on women in science notes that

the stereotype threat re s e a rch carries two implications. First, if a
simple manipulation of instructions can produce or eliminate
gender diff e rence in perf o rmance on a mathematics exam, the
notion of fixed gender diff e rences in math ability is called into
serious question. Second, stereotype threat is a result of cultural
factors—specifically gender stereotypes about female inferiority at
mathematics—and thus provides evidence of socio-cultural influ-
ence on gender diff e rences in mathematics perf o rm a n c e .9

In the same vein, a re p o rt by the National Academy of Sciences, entitled
Beyond Bias and Barriers: Fulfilling the Potential of Women in Academic Science
and Engineering, re g a rds ST results as confirming the conclusion that innate
gender diff e rences play essentially no role in observed patterns of scientific
achievement and occupational success. Rather, states the re p o rt, gender dif-
f e rences are “strongly affected by cultural factors,” which “can be eliminated
by appropriate mitigation strategies, such as those used to reduce the eff e c t s
of stereotype thre a t . ”1 0

This chapter is about whether ST explains observed diff e rences in per-
f o rmance between men and women on standardized tests of quantitative
skill, or in math and science careers more bro a d l y. Is there reason to believe
that ST is the sole, or even the primary, explanation for the underperf o rm a n c e
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of females relative to males in these domains? After examining the key stud-
ies to date, the chapter concludes there is no basis as yet for identifying ST 
as an important, significant, or substantial contributor to observed gender
disparities in test scores, academic achievement, or professional success in 
scientific fields. ST re s e a rch to date has never shown that ST accounts for
m o re than a trivial portion of observed gender gaps and thus fails to rule out
a dominant role for other sources of female underperf o rmance. 

This is not to deny that the phenomenon of ST exists, nor that statistically
significant ST-type effects have been demonstrated in some contexts. Many
studies indicate that testing environment can interf e re with test perf o rm a n c e ,
with some groups perhaps more sensitive to these effects than others.
Nonetheless, the ST literature raises serious questions about the significance
of these results. The issue at the heart of ST re s e a rch is this: How import a n t
is ST in explaining disparities in group achievement observed in the re a l
world? More specifically, to what extent can gender diff e rences in test per-
f o rmance and overall accomplishment be attributed to ST effects, as opposed
to other causes? Does stereotype threat account for all, most, some, or only a
little of women’s underperf o rmance relative to men on quantitative standard-
ized tests and in scientific fields? Put more pre c i s e l y, what percentage of the
o b s e rved male–female gap in, say, math SAT (SAT-M) scores can be attributed
to stereotype threat? In part i c u l a r, what portion of the gap between men 
and women of outstanding ability—that is, those at the right tail of the bell
c u rve who can be expected to comprise the great majority of high-achieving
scientists—is due to ST?1 1 These questions have not yet been squarely asked
or answered. Despite the plethora of ST re s e a rch, no study has pre c i s e l y
m e a s u red the magnitude of ST’s effect relative to other influences on women’s
science and math perf o rmance overall. No study has told us “How much?”
Yet that information will radically affect society’s approach to women’s under-
re p resentation in scientific fields. Specifically, if ST is the main culprit behind
p e rf o rmance disparities between men and women, then re s o u rces should be
d i rected almost exclusively to altering test instructions, improving women’s
working conditions, and countering the social stereotypes of women’s lack 
of talent or interest in science. But if ST accounts for but a small portion of
gender outcome diff e rences, then eff o rts directed at manipulating testing 
conditions, boosting women’s self-concept, or fighting social stereotypes are
unlikely to yield significant results. Attention and re s o u rces are best expende d
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in other directions. Altern a t i v e l y, if existing disparities express genuine diff e r-
ences in talents, life priorities, or pre f e rences, gender gaps might prove 
relatively intractable to manipulation. The best strategy would then be to do
little or nothing about gender disparities in science care e r s .

In addressing pivotal questions about ST’s relative contribution to re a l -
world patterns of gender perf o rmance, this chapter does not purport to take
on all of the ST literature in detail. Nor is it meant to be an exhaustive, tech-
nical review of study results. Rather, it seeks to highlight certain patterns in
the re s e a rch that raise questions and concerns about its implications and the
significance of the re p o rted findings. For reasons already noted, the tempta-
tion to identify ST as the chief source of group perf o rmance diff e rences is
compelling. To borrow a phrase from another context, ST’s powerful appeal
gives rise to what has been dubbed “overclaim syndrome”: the habit of ascrib-
ing greater weight to a body of scientific evidence than the data can bear.1 2 I t
is, there f o re, not surprising that, as Paul Sackett and his colleagues have
shown, ST re s e a rch has generated a number of sweeping and potentially 
misleading claims.1 3 The goal of this chapter is to counter the temptation to
o v e rclaim syndrome as applied to gender by achieving a more balanced and
m e a s u red view of the ST re s e a rch results. 

What are some of the problems with current re s e a rch that leave open the
question of how much ST contributes to observed gender disparities? First,
t h e re is the issue of relative magnitude: What is the size of the ST effect com-
p a red to the gender gap in perf o rmance overall, and to the gap observed in
selective segments of the population? Second, what is the baseline yard s t i c k
for assessing ST effects? Do there exist reliable or objective measures of skill
in math and science, impervious to ST, against which ST effects can be pre-
cisely gauged? Third is the question of the scope of ST’s influence: Does ST
operate as a “threat in the air?” Is it “out there” as a default condition, perv a-
sively affecting women’s perf o rmance in contexts routinely encountered in the
real world? Is ST the ord i n a ry and expected condition of test-taking—and, by
extension, of doing science more generally—such that it can be assumed to
u n d e rmine women’s perf o rmance at all times and every w h e re? Relatedly, does
most re s e a rch either support or assume that special interventions are needed
to d i s p e l ST (implying ST is pervasively “out there” in the background), or is
it based on the premise that special interventions are re q u i red to c re a t e S T
(implying ST is not ordinarily just “out there”)? Fourth is the problem of 
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c h e rry-picking: Can the theory of ST explain why women do as well as or bet-
ter than men in some measures of math perf o rmance (for example, grades in
high school or college courses) but less well on standardized tests and in pro-
fessional settings? And fifth, is there a novel approach to study design that
might correct the deficits in ST re s e a rch by generating crucial, missing infor-
mation about the magnitude of ST’s influence and its contribution to observ e d
g roup diff e rences? 

The chapter concludes with a final challenge to ST re s e a rch: if, as hypoth-
esized, ST operates selectively to depress women’s perf o rmance in math 
and science fields, how can that observation be reconciled with the full range
of gender perf o rmance disparities, including those unrelated to quantitative
domains? For example, why are women writers far less prominent and 
p roductive than men, even though women are widely believed to possess 
relevant talents that are equal to or better than men’s? And what do these 
p a t t e rns imply for the plausibility of ascribing achievement disparities to ST
m o re generally? 

Relative Magnitude

Why do women’s achievements in math and science fields fall short of men’s ?
Because these fields draw heavily on quantitative ability, the attention of those
seeking to explain these diff e rences has been drawn to a longstanding gender
gap in perf o rmance on the math portion of the SAT. The average scores of
men and women on the SAT-M are not currently far apart, but the sex diff e r-
ential at the right tail of the bell curve, although fluctuating from year to year
and narrowing somewhat over time, has always been substantial. In 2006, for
example, the ratio of men to women scoring between 750 and 800 on the
S AT-M was about 2.6 to 1.1 4 This means that about 3.33 percent of the male
test-takers scored in this interval, as compared to 1.29 percent of the females.
The disparities are even greater in the upper reaches of this range. For exam-
ple, between five and ten times as many boys as girls receive near- p e rf e c t
s c o res on the SAT-M test in samples of mathematically gifted adolescents.1 5

Student talent searches conducted at Johns Hopkins University yield similar
r a t i o s .1 6 Since the most productive scientists are likely to come largely fro m
this exclusive cohort ,1 7 it is important to investigate the sources of these 
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d i ff e rentials. How much of this lopsided ratio on the SAT-M is due to stere o-
type threat? If ST were eliminated, would the ratio change much or at all?
Would it disappear? Unfort u n a t e l y, current re s e a rch fails to answer these
questions. 

To understand why, it is necessary to take a closer look at actual ST stud-
ies. Most of the key re s e a rch is perf o rmed on university students who are
drawn from contrasting demographic groups (blacks and whites; male and
females). The goal is to compare the test perf o rmance of students from each
g roup under conditions designed to elicit stereotype threat and under cir-
cumstances that are not threat-inducing. Since it is only feasible to test 
each student once, subjects from each population must in turn be divided
into an experimental category (tested under “threat” conditions) and a con-
t rol category (tested under “non-threat” conditions), generating four separate
s u b g roups overall. The goal is to conduct a four-way comparison, thus inves-
tigating if any diff e rence can be shown in women’s and men’s perf o rm a n c e s
under ST versus non-ST conditions. 

Demonstrating an ST effect thus re q u i res comparing test scores generated
by four distinct groups of students. The problem is that the student 
subjects participating in any given study may have diff e rent levels of math
a b i l i t y. Accord i n g l y, the average ability of students in each study category
could differ as well. Thus, any observed diff e rence in average test score s
among the four groups of subjects in a particular study could reflect diff e r-
ences in ability rather than ST effects—or it could reflect some mixture of the
two. And it is impossible to tell from the raw scores on an experimental test
how much each factor contributes to observed patterns. For example, if the
female “threat” subgroup scores worse than the female “control” subgro u p ,
that could be because the study subjects in the first group are genuinely, on
average, less able in math. Or it could be because the “threat” test condition
d e p ressed their scores. Likewise, if no such diff e rence in perf o rmance is seen
in men, that could be because men are not influenced by ST. But the same
p a t t e rn of results would be observed if ST did, in fact, depress the perf o rm-
ance of the male “threat” subgroup, but the men in that subgroup happened
to possess greater average ability than the male “non-threat” controls. Ta k i n g
the test under threat might then bring the average “threat” group score down
to the average contro l - g roup level, creating the illusory impression that men
a re not vulnerable to thre a t .

1 3 8 THE SCIENCE ON WOMEN AND SCIENCE

06_06 Stereotype Threat**CC.qxd  9/23/09  10:28 AM  Page 138



To see this point, consider the following example. A re s e a rcher solicits
student volunteers for an ST study. As is commonplace with these pro t o c o l s ,
she chooses an equal number of male and female subjects, yielding twenty
volunteers of each sex. She then randomly divides each group of twenty stu-
dents into two groups of ten, to be assigned respectively to the experimental
and control conditions. The men and women in the experimental group are
given a math test under a “threat” condition. Those in the control group take
the test under a non-threat condition. Assume that the average pre c o l l e g e
S AT-M scores of students in each group turn out to be as follows: 

• male non-threat (contro l ) — 5 9 0

• female non-threat (contro l ) — 5 9 0

• male threat (experimental)—605

• female threat (experimental)—550

The re s e a rcher then finds that women score significantly lower than men
on the experimental test administered under “threat,” but do as well as men
when threat is removed. The results also show that men score somewhat
higher under a threat condition than all other test groups. Assuming for pur-
poses of this example that scores on the SAT-M reflect genuine math ability,
does this observed pattern demonstrate an ST effect? The background SAT- M
s c o res reveal that this pattern should not necessarily be interpreted this way.
R a t h e r, the scores on the experimental test might simply reflect average abil-
ity diff e rences among the study subject groups.  And even if test subjects are
drawn from a relatively rarefied population—as would be the case for stu-
dents attending a selective university—significant diff e rences in ability levels
could still exist.1 8

It follows that, in order to isolate and demonstrate any ST effects on test
p e rf o rmance, subjects with similar background ability must be compare d .
T h e re are two ways to accomplish this. The first is through statistical meth-
ods, such as adjusting perf o rmance for some reliable indicator of skill. Many
re s e a rchers adjust experimental test results based on subjects’ backgro u n d
S AT scores. This technique was used in the seminal 1995 paper by Steele and
A ronson examining race diff e rences in verbal ability,1 9 and is employed in a
number of gender studies as well. Altern a t i v e l y, re s e a rchers use various 
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techniques to restrict test subjects’ range of abilities more narro w l y. This can
be done more or less pre c i s e l y. Some choose subjects who have obtained SAT
s c o res within a particular interval. Others draw their study subjects from stu-
dents enrolled in the same university course, or with the same course back-
g round, or with similar grades in particular courses. A number of gender
studies take this tack. 

All these methods omit key information critical to assessing the explana-
t o ry significance and policy implications of demonstrated ST effects. To see
this, it is necessary to look more closely at actual re s e a rch results. For their
1995 study of black and white Stanford undergraduates, Steele and Aro n s o n
solicited volunteers from the undergraduate population as a whole. They
o b s e rved that, when their subjects’ scores on an experimental verbal test were
adjusted for the students’ college entrance scores on the verbal portion of the
S AT, the resulting adjusted scores were lower for blacks than whites under the
designated threat condition (that is, when test-takers were expressly told the
test would reflect verbal ability), but about the same when no threat was
imposed. The authors interpreted the results as suggesting that, apart from any
ability diff e rences as reflected in SAT scores, ST conditions independently
d e p ress the test perf o rmance of black, but not white, students (see figure 6-1). 

A similar method was adopted by Johns and collaborators in investigat-
ing ST’s impact on women’s math perf o rm a n c e .2 0 Their results showed that
female students drawn from a college intro d u c t o ry statistics course perf o rm e d
worse than their male counterparts after hearing an experimental test
described as “a math test” (which the re s e a rchers designated the diagnostic or
t h reat condition), but just as well when expressly warned about the dangers
of stereotype threat prior to taking the test (designated as the control or 
n o n - t h reat condition). The female test-takers also showed no shortfall in 
p e rf o rmance when informed that the test was designed to gauge general
p roblem-solving skills (designated as a “teaching intervention,” see figure 
6-2). As with the Steele and Aronson study, scores on the experimental test
w e re adjusted for each student’s background SAT-M score so as to facilitate
comparisons among the four distinct groups of subjects (male and female
c o n t rol, male and female experimental; see figure 6-2).2 1 Once again, the
study format was designed to isolate the effects of ST on test perf o rmance and
to leave aside (by adjusting away) any perf o rmance diff e rences among the
s u b g roups that might be due to disparities in background ability. 
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FIGURE 6-2
TEACHING STEREOTYPE THREAT AS A MEANS OF IMPROVING

WOMEN’S MATH PERFORMANCE

SOURCE: Johns, M., T. Schmader, and A. Martens. 2005. Knowing is half the battle: Teaching stereo-
type threat as a means of improving women’s math performance. Psychological Science 16, 175–79.
NOTES: Women’s and men’s accuracy scores (adjusted for quantitative SAT scores) on the math test as
a function of the test description. Error bars represent standard errors. 

FIGURE 6-1
STEREOTYPE THREAT AND THE INTELLECTUAL TEST

PERFORMANCE OF AFRICAN AMERICANS

SOURCE: Steele, C. M. and J. Aronson. 1995. Stereotype threat and the intellectual test performance
of African Americans, Journal of Personality and Social Psychology 69: 797–811.
NOTES: ST Condition (diagnostic instruction) = test problem solving ability; Non-ST Condition (non-
diagnostic instruction) = determining psychological factors involved in solving verbal problems.
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Other gender studies, rather than controlling for SAT diff e rences dire c t l y,
seek to match ability level more or less precisely through criteria for selecting
re s e a rch subjects. For example, in evaluating women’s math perf o rm a n c e
under threat and non-threat conditions, Spencer and colleagues tested
twenty-eight men and twenty-eight women drawn from a psychology class at
the University of Michigan.2 2 In the first part of their study, the authors
confined their sample to students who scored in the 85th percentile on the
S AT-M (above 650). When subjects were tested under a “threat” condition—
in which they were told that the experimental math test was one that re v e a l e d
gender diff e rences—the women perf o rmed significantly worse than the 
men. When the subjects were instructed that the test produced no gender
d i ff e rences, the perf o rmances of men and women were comparable.
Although the re p o rted data were not statistically adjusted for SATs and other
a b i l i t y - related parameters, the authors asserted that a data reanalysis using
these adjustments did not alter the re s u l t s .2 3 This suggests that the subjects
in their admittedly “highly selected” sample of re s e a rch volunteers were
roughly “equally qualified,”2 4 and, thus, that underlying ability diff e re n c e s
a c ross their re s e a rch subgroups (male, female, experimental, control) were
p robably insignificant.2 5

What are the implications of studies like these? As noted, to distinguish
s c o re diff e rences due to ST effects from those reflecting disparate underlying
a b i l i t y, re s e a rchers must either choose subjects with similar ability or adjust
their subjects’ perf o rmance scores for some background measure of individ-
ual skill. Although these methods have the merit of helping to distinguish
e ffects due to ST from those due to ability, they also create costs. First, as
s t ressed by Sackett and colleagues, controlling for background ability or
restricting the skill range of study subjects can potentially mislead by cre a t i n g
the unwarranted impression that stereotype threat is the exclusive source 
of group disparities in perf o rmance among the study subjects and, by 
extension, in the population as a whole.2 6 This impression, although not
justified by the re s e a rch results, can arise from the way the results are pre-
sented. For example, graphs that display test scores adjusted for backgro u n d
S ATs will often show little or no diff e rence in perf o rmance between the 
relative comparison groups (such as black and white, or male and female,
test-takers), despite the fact that the study subjects themselves—and the
b roader populations from which they are drawn—may differ significantly 
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in their ability levels as assessed by standardized test perf o rmance (see 
f i g u re 6-1). 

Likewise, studies that select subjects from a restricted range of ability lev-
els can also create the misleading impression that a l l d i ff e rences in test per-
f o rmance between groups (whether male–female or black–white) are due
exclusively to stereotype threat. This impression arises from the fact that the
r a n g e - restricted and ability-matched subjects in these studies are unlikely to
re p resent an unbiased sample of the groups from which they are drawn.
Because groups differ in their ability profiles, the degree to which a part i c u l a r
s k i l l - restricted sample of subjects reflects the background population it 
re p resents will vary with each group. Indeed, in re s e a rch designed to gauge
ST effects by race or gender, study subjects matched for skill will almost 
c e rtainly n o t be similarly re p resentative of their background race or gender-
specific population. 

Consider a typical study designed to compare male and female math per-
f o rmance under stereotype threat conditions. Study subjects are chosen fro m
students at a particular university. To qualify, all must have obtained a score
of 750 or above on the math SAT. By definition, the men and women enro l l e d
in the study will not be equally re p resentative of the male and female popu-
lations as a whole. As noted, the ratio of men to women scoring above 
750 on the SAT-M in 2006 was roughly 2.6 to 1. The male–female ratio
t o w a rd the top of this range is even higher. Because women are significantly
less likely to score above 750 than men, the female study subjects will be a
m o re rarefied, and less typical, group than the men. In other words, the need
to match the number and qualifications of study subjects across gender 
when investigating ST effects on women’s math perf o rmance means that high-
ability women in such re s e a rch studies will be overre p resented, as compare d
to men, relative to their background same-sex population.2 7

The fact that men and women in typical ST studies are not likely to be
similarly re p resentative of their genders bears directly on whether these 
studies can answer the most critical questions: How big is the ST effect, and
how much convergence in men’s and women’s scores can be expected fro m
eliminating it? Consider once again the 2.6 to 1 ratio of male to female 
students scoring above 750 on the SAT-M. Would manipulations designed 
to dispel ST change that ratio significantly? Would altering test conditions 
elevate women’s scores enough to match men’s? The answer to that question
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depends on what portion of the gender diff e rential is due to ST. And that in
t u rn depends on the magnitude of the ST effect relative to gender disparities
in math ability that are unrelated to ST. 

The problem is that ST’s relative contribution to the observed gender gap
cannot be calculated by using commonly employed protocols for looking
solely at matched cohorts of students at the right tail of the bell curv e — o r, for
that matter, at any restricted portion of the skill distribution. Because there are
significantly fewer women than men obtaining the highest scores, many
women lower down on the curve would have to improve their scores signif-
icantly to close the gender gap at the top. More pre c i s e l y, the gender gap
would not disappear unless women all along the distribution scored higher,
shifting women up the bell curve until their numbers equaled those of men
at each interval. It follows, however, that if gender disparities in standard i z e d
math test scores are due largely to ST test anxiety, those anxieties must be
assumed to depress the scores of women at all levels of perf o rm a n c e .

The question of whether ST depresses women’s real-world test scores all
along the curve by a sufficient amount to account for existing gender gaps
cannot be answered by the current crop of ST studies. That is because those
studies consider small numbers of subjects over a restricted range. Even if
male and female subjects in a relatively small test sample are observed to do
better—or equally well—on an experimental math test under specified non-
t h reat, as opposed to threat, conditions, it cannot be inferred that changing
the SAT to make test conditions less “threatening”—or manipulating stan-
d a rdized testing instructions for the population as a whole—will close or 
even significantly narrow the male–female gap in math SAT scores at any 
p a rticular achievement level. The effects currently observed in a small, unre p-
resentative slice of women tell us nothing about whether anything like the
n e c e s s a ry improvement in female scores overall would occur if ST eff e c t s
could be reduced. It is just as likely that most of the gap in actual backgro u n d
test results is due to “real” disparities in math aptitude or pro b l e m - s o l v i n g
ability—disparities that will not yield to short - t e rm manipulations but, rather,
a re the product of other types of long-term influences.

In sum, the protocols commonly used in ST re s e a rch, which control for
b a c k g round SAT scores or draw study subjects from a narrow ability range,
leave crucial information on the cutting-room floor. By deliberately abstract-
ing away from overall group diff e rentials due to factors other than ST, these
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methods make it impossible to measure the magnitude of ST’s contribution
to score gaps relative to other causes. Because these studies provide no infor-
mation about the comparative size of ST effects or the portion of existing
b a c k g round gaps that are due to ST, they tell us nothing about whether ST’s
influence is significant as compared to other factors like ability, knowledge,
educational experience, interest in the subject matter, and learning. 

For a concrete illustration of this problem, and of the potential for popu-
lar descriptions of ST re s e a rch to mislead, consider a recent statement in a
New York Ti m e s op-ed summarizing recent findings by Joshua Aronson and
collaborators. The article states that “Mr. Aronson and others taught black and
Hispanic junior high school students [that they] possessed the ability, if they
worked hard, to make themselves smart e r.” According to the article, this
i n t e rvention “erased up to half of the diff e rence between minority and white
achievement levels.”2 8

The implication of this summary is that a large portion of the overall race
achievement gap can be eliminated simply by telling students how capable
they are. But this conclusion does not necessarily follow. We need to know far
m o re about how this study was designed before leaping to such a dramatic
conclusion.  First, the op-ed re p o rt does not reveal whether the students in
the study at issue were chosen randomly from the background population or
whether they were matched for ability. Second, the description leaves us in
the dark about the absolute magnitude of the ST-type effect observed re l a t i v e
to those subjects’ test scores overall—or to any background achievement gap
in the population as a whole. Indeed, we are told nothing at all about how
the Aronson re s e a rch was designed.

Consider one possible hypothetical scenario, which is fully consistent
with the result re p o rted in the op-ed piece. Suppose, as would be typical, that
t h e re is a significant disparity overall in the ratio of whites to minorities scor-
ing in the top 10 percent on a standard junior high school achievement test.
Suppose the ratio is 4 to 1, with whites even more dominant among the very
top scorers. Suppose further that the subjects in the re p o rted study were all
selected to fall within that top 10 percent range. And assume, hypothetically
again, that under high ST conditions, the white subjects in the Aronson study
achieved an average score on the experimental test that was 5 percent higher
than the minority subjects. Suppose also that under low ST conditions, that
gap was reduced to a 2.5 percent average diff e rence. Since 2.5 percent is half

STEREOTYPE THREAT: A CASE OF OVERCLAIM SYNDROME?  1 4 5

06_06 Stereotype Threat**CC.qxd  9/23/09  10:28 AM  Page 145



of 5 percent, the experiment can thus accurately be described as demonstrat-
ing a testing intervention that “erased . . . half of the diff e rence between
minority and white achievement levels.” 

H o w e v e r, because the students in the hypothesized studies were matched
for academic ability, such a 50 percent reduction of the score gap from a
manipulation in testing conditions would not be surprising. ST could be
expected to account for a relatively large portion of the residual group diff e r-
ence in perf o rmance among study subjects with similar abilities. Yet that
result is consistent with ST having only a small a b s o l u t e impact on the score s
of the relatively able minority students in the sample. Although reducing ST
cuts that impact in half, the reduction is against the base rate of a very small
absolute effect. A 50 percent reduction in a small number is a small number.
Thus, the re p o rted 50 percent gap reduction could be entirely consistent with
an ST effect that is quite small relative to the (otherwise similar) scores of the
matched study subjects.  

The more important point, though, is that a study that compares selected
white and minority students of similar ability tells us nothing about the 
ability profiles of the groups from which they are drawn. Those pro f i l e s
reveal large group diff e re n c e s — d i ff e rences that are necessarily masked by
any study protocol that matches subjects for ability.  More o v e r, the magni-
tude of the ST effects observed in such a study could well be negligible 
c o m p a red to the size of these group diff e rences overall. Certainly it does 
not follow from the study results stated in the op-ed that eliminating ST 
can reduce this o v e r a l l minority–white perf o rmance gap by 50 percent or
anything close to that. 

How do these insights apply in the gender context? Would re d e s i g n i n g
studies of male and female test perf o rmance to re p o rt scores adjusted for SATs
in conjunction with unadjusted or raw scores solve the problem? No.
Although presenting data in this way has the potential to provide more infor-
mation about the precise portion of the score gap in a particular study sam-
ple that is due to ST effects (as opposed to ability diff e rences), it does not
reveal the relative size of ST effects in the population as a whole. The pro b-
lem is again one of re p resentativeness. As noted, there is no guarantee that
subjects of any study, or any subgroup in any study, are typical of the 
b a c k g round population or even of a defined segment of that population.
Likewise, it cannot be assumed—and indeed, given current study designs
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and demographic realities, it is unlikely—that the comparison groups of sub-
jects are equally re p resentative, or typical, of their background populations.

This point applies to race as well as gender. In this vein, Steele and
A ronson have recalculated their 1995 study results on ST effects on black and
white students’ verbal test perf o rmance using raw scores unadjusted for back-
g round SATs .2 9 These numbers are summarized in an unpublished graph (see
f i g u re 6-3) provided by one of the authors.3 0 When considered in conjunc-
tion with the SAT-adjusted data (see figure 6-1), the graph reveals that the
black students in the study possessed lower average background verbal abil-
ity than the white students tested. It also shows that taking the test in the
“ t h reat” condition depressed black students’ perf o rmance below the expected
b a c k g round levels, roughly doubling the preexisting racial perf o rmance gap. 

Although examining both adjusted and unadjusted scores tells us some-
thing about the relative contribution of ST versus background skill to the
black–white score gap in this particular study sample, it nonetheless fails to
enlighten us on the contribution of ST to the black–white gap in SAT score s
overall. Blacks scoring above 700 on the SAT-V are rare and much less com-
mon than white students scoring in this range.3 1 Thus, the Stanford students
tested for the Steele and Aronson study are not equally re p resentative of
blacks and whites as a whole, and may not even be similarly re p re s e n t a t i v e
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SOURCE: Unpublished graph from Joshua Aronson.
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of students of each race who score in these students’ elite range. For this 
reason, the fact that being tested under “threat” significantly depressed the
p e rf o rmance of a small group of black Stanford students tells us nothing
about the extent to which test manipulations could alter the overall ratio of
blacks to whites with superior scores on the SAT-V test.  Nor does it tell us
the degree to which reducing ST could cause SAT scores for blacks and
whites as a whole to converge. As with gender, narrowing the gap would
re q u i re an upward shift in scores all along the ability distribution. Given the
magnitude of the existing black–white SAT gap, that shift would have to be 
dramatic indeed.

The Skill Baseline

The majority of ST studies re p o rted in the literature compare test perf o rm-
ance across distinct, non-overlapping groups of experimental subjects. The
need presented by existing protocols to control for the skill level of study 
subjects poses the problem of how to measure real ability. Once again, an
implicit assumption of many ST re s e a rchers is that “stereotype threat is an
influence that may occur in an actual testing situation.”3 2 The implication is
that the SAT-M gender gap—especially at the right tail—can be attributed
mostly or exclusively to ST. But if ST does significantly depress SAT perf o rm-
ance, then the practice of adjusting for or limiting the range of subjects’ SAT
s c o res begs the question of whether the SAT provides an accurate baseline
m e a s u re of ability independent of the ST effect that the studies seek to assess.
This observation points to a potentially fatal contradiction in the design of
much ST re s e a rch: SAT scores cannot simultaneously re p resent an accurate
m e a s u re of math ability, untainted by ST, while at the same time being vul-
nerable to distortion by ST effects. If we accept that ST artificially depre s s e s
w o m e n ’s real-world test scores, then SATs do not reflect real math ability.
A l t e rn a t i v e l y, if we posit that SATs are unaffected by ST, then ST effects can-
not explain observed SAT gender gaps. Indeed, in that case, it is hard to see
why we are interested in ST effects at all, since by hypothesis ST is irre l e v a n t
to the most important gender gap in real-world test scores! 

In sum, ST re s e a rchers cannot have it both ways. They cannot use the
S AT as an untainted, independent measure of ability and at the same time
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claim that ST explains some, most, or all observed gender diff e rences in 
s t a n d a rdized math-test perf o rmance. This inconsistency in the ST literature
has been noted more than once in the context of both gender and race,3 3 a n d
has never been satisfactorily resolved. Rather, it has generated a number of
confusing and contradictory statements. One re s e a rch group, for example,
has defended its use of an SAT control for comparing high-scoring male and
female math students by observing that “perf o rm a n c e - d e p ressing stere o t y p e
t h reat emerged in these studies only when the test was at the limits of 
[students’] skills.” The authors went on to conclude that “it is very unlikely
that stereotype threat hampered [the women subjects’] perf o rmance on the
S AT exam they had taken just a few years earlier. It too was well within their
skills, as indicated by their high scores.” They added, nonetheless, that, “over
the full range,” the perf o rmance of at least “some” women on the SAT-M 
was “likely” to be aff e c t e d .3 4 The problem with this explanation is that the
S AT gender gap is largest in the highest score range.3 5 These authors are
t h e re f o re suggesting that where score disparities are greatest, ST is least likely
to explain them. The clear implication of this suggestion is that the 
S AT-M score gap at the right tail is not due to ST—but rather to real gender
d i ff e rences in math ability, whether innate or acquired. 

In another paper, however, scientists from the same group imply that the
women of highest ability are most vulnerable to ST eff e c t s ,3 6 while women
who “dissociate themselves from math at an early age,” and thus get lower
s c o res on standardized tests, are least likely to respond to ST.3 7 In short, the
l i t e r a t u re is rife with waffling on a number of critical issues, including
whether commonplace tests of math ability are tainted by ST effects at all,
whether ST is responsible for diff e rential perf o rmance only in selected por-
tions of the ability distribution, and which women at which skill level are
most aff e c t e d .3 8

It should be noted that an important piece of evidence appears to under-
mine the assertion that ST systematically distorts women’s real-world per-
f o rmance on the SAT-M—and thus supports the position that the test is an
untainted measure of baseline math ability. The hypothesis that ST is larg e l y
responsible for the SAT-M gender gap generates a particular prediction about
test results. If ST artificially depresses women’s background SAT scores, then
men and women with matching SATs should not perf o rm equally well under
experimental conditions that eliminate stereotype threat. Rather, women
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should outperf o rm men. Yet this pattern has not generally been observ e d .3 9

These results cannot be squared with the claim that ST is an important sourc e
of group diff e rentials in standardized test perf o rm a n c e .

The Scope of ST’s Influence

The issue of whether ST actually depresses perf o rmance on real-world tests is
p e rtinent to yet another aspect of ST re s e a rch, which is how ST experiments
should be conducted. If real-world standardized tests are administered under
conditions that are threatening to disfavored groups—so that observed score
d i ff e rentials can be largely attributed to ST—then it follows that ST is ro u-
tinely present in ord i n a ry testing situations. This means that ST is hovering
out there “in the air” whenever anyone takes a test, so that no special meas-
u res or interventions are re q u i red to impose it. What are the implications of
this assumption for experimental design? Because there is no need to cre a t e
“ t h reat,” the administration of a test in the absence of any special instru c-
tions—or any instructions whatsoever—should constitute the diagnostic,
experimental “threat” condition. In that case, however, creating the contro l ,
or non-threat, condition would appear to call for a ff i rm a t i v e i n t e rv e n t i o n .
That is, the standing threat needs to be aff i rmatively removed or dispelled.
Special instructions would there f o re be needed to administer a test w i t h o u t
the influence of ST. 

Do social scientists consistently design their studies in keeping with these
assumptions? Or do they implicitly assume that ST is not a pervasive back-
g round condition of all standardized testing, but rather taints test perf o rm-
ance only in special circumstances? How do they generally define, identify, or
c reate the experimental and control situations in ST re s e a rch? How do they
generate a “threat” testing condition, as opposed to a situation in which test-
ing is free from threat? Once again, confusion reigns. Researchers in the field
have not adopted a uniform protocol nor taken a consistent approach. In par-
t i c u l a r, the range of experimental designs reveals no consensus on whether ST
is just out there “in the air,” pervasively distorting the results of all standard-
ized testing, or whether it is a condition that experimenters must cre a t e
t h rough special interventions or testing instructions. 

1 5 0 THE SCIENCE ON WOMEN AND SCIENCE

06_06 Stereotype Threat**CC.qxd  9/23/09  10:28 AM  Page 150



To see this, consider the various ways re s e a rchers have generated 
t h reat and non-threat conditions. In one group of studies, scientists actively
i n t e rvene to create the threat, usually by giving a specific pretest instru c-
tion. In this vein, re s e a rchers have told subjects about to take an experi-
mental test that race4 0 or gender4 1 d i ff e rences in test scores are to be 
expected. Or they have exposed subjects to gender- s t e reotypic television
c o m m e rcials prior to administering the test.4 2 For the “control” or non-
t h reat condition in these studies, in contrast, test-takers are either told
n o t h i n g ,4 3 a re given some kind of nongendered instruction (such as that
the test is a gauge of personal math ability),4 4 or are exposed to a stimulus
(for instance, television commercials) with gender-neutral content.4 5 T h e s e
studies are generally most consistent with the implicit assumption that
t h reat is not ordinarily “in the air,” operating in most real-life test-taking 
situations, but rather must be specially created. 

In contrast, other studies have re s e a rchers giving subjects special instru c-
tions for the purpose of dispelling or removing the threat. Thus, as re p o rt e d
in one paper, subjects in the control, or non-threat, group were told that 
the experimental test produced no gender diff e rences and was “gender fair, ”
while the “threat” (diagnostic) group was told nothing at all about gender.4 6

In another study, the goal was to investigate “whether reminding women of
other women’s achievements might a l l e v i a t e w o m e n ’s mathematics stere o t y p e
t h re a t . ”4 7 Thus, women who were about to take a difficult math test were
i n f o rmed that women make better psychology study subjects than men, or
w e re read profiles of accomplished professional women. The expectation was
that this gro u p ’s perf o rmance would be unaffected by ST—that is, these
i n s t ructions were supposed to generate a non-threat or control condition. In
contrast, the “threat” group—which was expected to and did achieve lower
s c o res—was given a gender-neutral reading about successful corporations. In
yet another study, college-age mentors encouraged seventh-grade female sub-
jects “either to view intelligence as malleable” or to ascribe their academic dif-
ficulties “to the novelty of the educational setting.”4 8 These student subjects
d e l i v e red a better test perf o rmance than other girls who were given no such
i n s t ructions. Studies of this type are more consistent with the assumption that
all tests are taken “under threat,” re g a rdless of testing instructions. It follows
that ST will operate to depress vulnerable groups’ real-world perf o rm a n c e
unless specific steps are taken to blunt or remove its influence. 
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In still other articles, re s e a rchers used specific test instructions both to
c reate and to dispel threat. In one, for example, some subjects were told that
women were expected to do worse on the experimental test, while others
w e re told that men and women perf o rmed equally well.4 9 Yet other studies
adopted a range of manipulations for comparing perf o rmance under sup-
posed ST and non-ST conditions, including administering a test in mixed-sex
or single-sex gro u p s ,5 0 telling some women the test was designed to expose
intellectual strengths while informing others that it highlighted intellectual
w e a k n e s s e s ,5 1 testing subjects in the threat and non-threat conditions in the
p resence of background noise while instructing some that the noise would
likely depress their scores (that is, giving a so-called misattribution instru c-
tion in conjunction with an ST or gender-neutral condition),5 2 and coaxing
women into thinking more generally about their strengths rather than their
s t e reotypical weaknesses.5 3

The dizzying array of re s e a rch protocols raises obvious questions about
the assumptions that inform these study designs. Specifically, when, if ever,
must ST effects be aff i rmatively generated, and when must they be dispelled?
What is the theory behind the answers to these questions, and what is the
implication for whether and when ST operates on real-world testing? Can
the so-called “threat” conditions in ST studies be analogized with re a l - l i f e
testing conditions? Are the study protocols consistent with the assumption
that most testing—including math SAT testing—is conducted under
“ t h reat,” or do they assume that most testing is free from threat? In other
w o rds, is there sometimes, often, or always a residual background ST eff e c t
“in the air”? Does threat re q u i re a special interv e n t i o n — s a y, in the form of a
g e n d e r-salient test instruction—or is it just “there” as the normal condition
under which tests are generally taken, so as to re q u i re no special instru c t i o n ?
Why do some experiments show women perf o rming as well as similarly
skilled men when they are given no instruction (but underperf o rming after
a threat-enhancing instruction), whereas others show women perf o rm i n g
worse with no instruction (but perf o rming just as well with a thre a t - d i s-
pelling instruction)? Is there an inconsistency here? One searches in vain for
any analysis of these issues. Indeed, there is little systematic discussion in the
ST literature of how theoretical expectations should inform re s e a rch design,
and virtually no consideration of whether the ST data as a whole are well-
behaved in light of theory. 
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C h e rry-Picking: The Selective Operation of ST

Yet further anomalies in the literature raise questions about the operation of
s t e reotype threat within various domains that call upon math and science
skills. Specifically, can ST explain the uneven pattern of female part i c i p a t i o n
and achievement in these areas overall? Women are now about as likely as men
to take advanced quantitative courses in high school and to major in math and
science fields as undergraduates. That women earn better grades than men in
high school and college math courses is often cited as evidence of their equal
ability in these are a s .5 4 Yet women’s enrollment in graduate school, their rates
of professional advancement, and their productivity as working scientists lag
b e h i n d .5 5 Why does ST not diminish women’s perf o rmance in the classro o m
or on class-related tests? Why are women not worried about confirm i n g
s t e reotypes in these contexts? The influence of ST would be expected here ,
especially in light of studies suggesting that mixed-sex settings (like coeduca-
tional college and university classes) generate ST threat effects and inhibit per-
f o rm a n c e .5 6 The few explanations off e red—that, for example, standard i z e d
tests are generally intellectually demanding whereas coursework is uniform l y
“well within [women’s] ability,” or that women’s experience of success within
the classroom helps dispel stereotype thre a t5 7— a re either questionable as a
matter of fact (since upper-level math courses can be quite challenging) or cir-
cular (since women’s re c o rd of classroom success just begs the question of why
ST does not undermine that success in the first place). In short, attempts to
account for observed patterns are, as yet, unsatisfactory.

Additional questions remain. Are ST effects cumulative and additive, or
do they conform to an on–off pattern, such that someone either experiences
the threat (with a fixed effect of determinate size), or not? If ST is “in the air, ”
can re s e a rchers nonetheless further depress women’s perf o rmance by giving
a specific threat-generating instruction? Are ST effects on test perf o rm a n c e
linear in their impact—that is, do they sum up in a straightforw a rd way?
D i ff e rent answers to these questions predict diff e rent results for ST re s e a rc h .
The failure to match up theory to results—to come up with more pre c i s e
hypotheses about how ST operates and then to devise studies designed
specifically to confirm or disconfirm—is a serious flaw in the literature. These
omissions re p resent yet another way in which social scientists have ignore d
i m p o rtant quantitative dimensions of ST. 
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Although ST re s e a rch has so far been directed at validating the existence
of the phenomenon, the next stage should undertake a more precise calibra-
tion of ST’s magnitude relative to other influences on outcomes for men and
women. The failure systematically and precisely to measure ST’s impact over
the full range of conditions makes it impossible to determine the size of ST
e ffects as compared to other factors that can produce gender or group diff e r-
ences in perf o rmance. Yet knowledge of this relative magnitude is absolutely
essential to an accurate assessment of ST’s significance, which in turn is nec-
e s s a ry to the development of a scientifically informed, rational strategy for
dealing with diff e rential group achievement. In part i c u l a r, quantitative infor-
mation is essential to any action plan for addressing gender gaps in math and
science perf o rmance. 

ST Study Design: Answering the Unanswered Questions

What questions should ST re s e a rchers now seek to answer? Put baldly, does
ST account for 1 percent, 10 percent, 50 percent, 80 percent, or all of the gen-
der diff e rence in perf o rmance on standardized tests of math and science apti-
tude? What portion of the gender gap at the right tail of the bell curv e — a n d
in the number and achievements of the most productive scientists—can be
attributed to ST? Addressing these questions re q u i res measuring the back-
g round, real-world influence of ST, fixing a reliable baseline for its measure-
ment, and gauging its relative contribution to existing disparities. These tasks
cannot be accomplished without a paradigm shift in ST re s e a rch. In part i c u-
l a r, determining how much ST contributes to observed gender disparities calls
for a radical new approach to ST study design. 

How might ST re s e a rch be stru c t u red to reveal the pertinent inform a t i o n ?
M o re generally, is it possible to create a re s e a rch protocol to address the key
u n a n s w e red questions: Does ST account for all, some, or only a little of the
gender gap in scores on standardized tests like the SAT-M (the relative 
magnitude problem)? Does ST significantly depress women’s scores on stand-
a rdized tests such as the SAT-M, or do such tests re p resent an accurate,
untainted measure of real mathematical acumen (the baseline problem)? 

One option is to begin with a well-defined working hypothesis. Although
t h e re is much equivocation on this point, assertions in the pertinent literature —
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such as the statement quoted earlier from the APA volume addre s s i n g
w o m e n ’s underre p resentation in the sciences5 8— s t rongly suggest that ST is a
m a j o r, if not the sole, source of the gender gap in math and science perf o rm-
ance. There f o re, one possible initial hypothesis is this: The gender gap in the
S AT-M is due exclusively to ST. But if, in keeping with this hypothesis, it is
assumed that “stereotype threat is responsible for the underperf o rmance of
women in quantitative domains,” then it follows that “removing stere o t y p e
t h reat from those situations should eliminate women’s perf o rmance deficit.”5 9

How could this prediction be tested? That is, how could it be shown that
eliminating ST’s influence would close a l l—as opposed to some or none—of
the gender gap in math and science perf o rmance? One possibility is to focus,
as many gender studies already do, on a particular slice of the test-taking pop-
ulation—but to take a diff e rent approach. The women most likely to become
p rominent scientists are the ones at the extreme right tail of the bell curv e —
that is, women who score 750 and above on the SAT-M. As already noted, in
2006, 3.33 percent of male SAT test-takers scored between 750 and 800,
while only 1.29 percent of female test-takers did so.6 0 For purposes of illus-
tration, a possible distribution of men’s and women’s scores consistent with
these ratios is schematically depicted in figure 6-4. 
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MATH SAT: “NORMAL” (STEREOTYPE THREAT) CONDITIONS

Source: Author’s illustration.
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N o w, in keeping with our hypothesis, assume that men and women do
“ t ruly” possess equal math ability, and that the entire gender disparity for top
s c o rers results from the operation of ST. A coro l l a ry of these assumptions is
that, if stereotype threat could somehow be entirely dispelled, the perc e n t a g e
of women and men scoring 750 and above would precisely equalize. This
means that the percentage of women test-takers scoring in this range would
rise to 3.33 perc e n t .6 1 A c c o rd i n g l y, the distribution of men and women at the
right tail of the bell curve would be the same. Indeed, the consequences of our
hypothesis can be summarized more broadly: If the gender gap in SAT- M
s c o res all along the distribution—including at the right tail—is due entirely to
S T, then removing the influence of ST should cause the bell curves for male
and female SAT-M perf o rmance to converge. That is, the percentage of males
and females achieving each score would be equal. This result is schematically
depicted in figure 6-5. 

A comparison of the actual distribution of SAT-M scores (as reflected in fig-
u re 6-4) and the distribution (as reflected in figure 6-5) that would be pre-
dicted to result, in our hypothesis, from the removal of ST (if indeed ST is the
sole cause of gender score disparities) makes it possible actually to measure the
p recise magnitude of ST’s effect on women’s SAT-M perf o rmance. The key is to
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FIGURE 6-5
MATH SAT: STEREOTYPE THREAT REMOVED

(ASSUMING ST CAUSES THE GENDER GAP)

SOURCE: Author’s illustration.
NOTE: Figure assumes ST causes the gender gap.
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focus on the following question: Given the existing profile of SAT-M scores by
g e n d e r, what is the score above which the percentage of women is equal to the
p e rcentage of men scoring 750 or higher? That is, what is the lowest score
women would currently have to achieve to be in a group of equal relative size
to that for men scoring at or above 750? Since 3.33 percent of men are in this
range, we look for the minimum score actually achieved by the same perc e n t-
age (3.33 percent) of women, which is roughly 716. Accepting our hypothe-
sis, this allows us to estimate that ST depresses women’s SAT-M scores, at least
in this part of the ability distribution, by approximately thirty-four points.

This information is critical to determining whether our hypothesis is 
c o rrect, because it permits us to decide whether ST in fact accounts for all, or
some smaller part, of the gender disparity in SAT-M perf o rmance. Our hypoth-
esis predicts that, if women scoring 716 or above on the math SAT could be
retested without the influence of ST, their scores would significantly incre a s e .
M o re pre c i s e l y, if ST is the sole cause of the gender gap, the scores of this
c o h o rt of women should rise to match men’s—that is, to 750 and above. 

How would we conduct this experiment? Ideally, it would be possible
to identify women scoring above 716, and to select a cohort from this gro u p
that would reflect the distribution of women in this range; likewise for men
scoring 750 or above.6 2 Half of these men and women would then be asked
to take an experimental math test under threat, and the other half in a non-
t h reat condition. The perf o rmance of the men and women would then be
c o m p a red. (The study’s hypothesis is that the SATs are tainted by thre a t ,
which implies that threat is always out there “in the air.” Consistent with
this, the ST threat condition should involve administering the test with no
special instruction, and the non-threat, or “control,” condition would
involve an instruction to dispel or eliminate the threat.) 

What results would our hypothesis predict? In the threat—that is, nor-
mal testing—condition, the experimental test should show a gender gap that
reflects the background gap in SAT scores for the study subjects. But admin-
istering the test under conditions that dissipate the threat should cause the
gender gap to disappear. That is, the women in the study sample should
achieve the same scores—on the same distribution—as the men. The bell
c u rves in the subject groups should converge. In sum, if ST is the only re a-
son for the observed SAT score gap, the male and female study subjects
should, on average, achieve the same profile of scores in the non-threat 
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condition, despite women’s lower background SAT scores. This reflects the
understanding that, in the absence of threat, the same percentage of women
as men will achieve each score. 

Suppose that this result is not observed? It follows that our strong initial
hypothesis—that ST is responsible for the entire SAT-M gender gap—is false.
The experiment is nonetheless informative. Suppose, for example, that men’s
and women’s scores narrow somewhat in the non-ST condition. Then meas-
uring the extent of remaining divergence will allow a precise “decomposition”
of factors responsible for the gender gap. Specifically, quantifying the re m a i n-
ing degree of divergence would enable re s e a rchers to measure exactly how
much women’s SAT-M scores are actually depressed by ST effects and how
much of the gap is due to other influences. This would permit an assessment
of the magnitude of ST’s impact on women’s SAT perf o rmance relative to other
factors. This is the information that is currently missing—and just pre c i s e l y
what we are seeking. 

The degree of gender- s c o re convergence observed in this experiment 
also tells us something about the SAT as a baseline yardstick of “real” 
math ability. Indeed, if male and female scores in our experiment are observ e d
to converge slightly or not at all, there is good news and bad. The good news
is that the SATs look to be a true and objective measure of ability, unaff e c t e d
by ST effects. Researchers would there f o re be justified in adjusting experi-
mental test results for background SATs as a way to compare subjects of
unequal ability and to isolate the influence of ST. But the bad news is this: If
the SATs are, indeed, a true and objective measure of ability untainted by ST
e ffects, then it follows that ST can’t be the source of the gender gap in SAT- M
p e rf o rmance. That is, ST can’t explain women’s underperf o rmance on these
tests. But that begs the question of why we should care about ST effects at all.
By definition, ST has little influence on the most important—and powerf u l l y
p redictive—assessment of aptitude for math. It follows that the real reason for
w o m e n ’s underperf o rmance must lie elsewhere. 

ST and the Problem of Pervasive Disparity

A final caveat on ST re s e a rch is in ord e r. In touting the influence of ST on
women, social scientists have focused almost exclusively on perf o rmance in
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selected areas—in part i c u l a r, math and science. Because hoary stere o t y p e s
and traditional expectations about women’s talents and interests have long
held sway in these fields, the belief that pervasive cultural stere o t y p e s
impede women’s perf o rmance in these arenas is widespread. 

The problem with this selective focus is that women’s underre p re s e n t a-
tion in positions of achievement and influence is not confined to quantita-
tive and scientific careers. Rather, men outperf o rm women across the board ,
with women relatively scarce at the top of fields drawing on a broad range
of aptitudes, including those for which women equal or outperf o rm men on
s t a n d a rdized tests and other well-accepted measures of ability. Dramatic gen-
der disparities in achievement, pro d u c t i v i t y, output, occupational part i c i p a-
tion, and prominence persist even in areas where cultural beliefs re g a rd i n g
w o m e n ’s inferiority are absent, or where gender diff e rences in ability have
not been demonstrated, at least by conventional metrics. 

Consider magazine writing, book authorship, and journalism. These
endeavors re q u i re proficiency in writing and reading literacy—areas in
which women are widely thought to excel and consistently outscore men on
s t a n d a rdized tests.6 3 Whether there are or ever will be equal numbers of
men and women with the highest ability in math and science has been sub-
ject to vigorous debate, but few have suggested that women fall short of men
in verbal skills. In light of these observations, the influence of gender stere o-
typing—and gender-based ST—is not generally believed to depress women’s
p e rf o rmance in these areas. Indeed, that women’s achievement drawing on
verbal abilities is unaffected by ST is an oft-stated assumption behind ST
re s e a rch designed to demonstrate the selective influence of ST on women’s
math and science perf o rm a n c e .6 4

Yet women’s “natural” verbal skills have not translated into dominance of
fields drawing on these abilities. In part i c u l a r, girls’ strength in writing at all
educational levels is not reflected in women’s relative success in journ a l i s m
or productivity in authorship of books and magazine articles. Among the
books designated by the New York Ti m e s as the ten best of 2007, only two
w e re written by women.6 5 Of the thirty additional books recommended by
the editors of the New York Ti m e s for 2007, seven were by women authors.
In addition, the thirty-one winners of the 2008 Pulitzer Prize for writing and
re p o rting included seven women.6 6 Likewise, a routine perusal of advert i s e-
ments by prominent publishing houses and university presses reveals a con-
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sistent and pronounced predominance of male authors. A tally from re c e n t
publication lists confirms this impression. For books released by a sampling
of scholarly publishers between January 2007 and March 2008 in history,
p h i l o s o p h y, the social sciences (sociology, political science, psychology, 
economics, anthropology), public policy, and literature, men strongly out-
number women authors in all fields except literature .6 7 F i n a l l y, an inform a l
s u rvey of pieces published in leading journals of opinion over the past thre e
years reveals a decidedly lopsided pattern of authorship across the board ,
with male to female ratios of 28 to 1 for F o reign Aff a i r s, 6 to 1 for the N e w
York Review of Books, 7 to 1 for the New Republic, 6 to 1 for the A t l a n t i c
M o n t h l y, and 4 to 1 for the New Yo r k e r.

Can ST explain these dramatic disparities? Unlikely. But the persistence
of wide gaps in productivity and achievement in areas conceded to be unaf-
fected by ST casts doubt on ST’s importance in math and science fields as
well. Although the mix of factors leading to gender gaps need not be the
same in all domains, the principle of Occam’s razor suggests that those who
would posit very diff e rent mechanisms for female underre p re s e n t a t i o n
a c ross diverse fields bear the burden of persuasion. Given male dominance
in occupations across the board—including many for which women are not
s t e reotyped as less capable—it is important to step back and consider
whether ST really accounts for most observed gender disparities. Factors
that apply more broadly to many diff e rent endeavors should receive due
c o n s i d e r a t i o n .

What unifying explanations can be off e red? Perhaps authorship is not
just a matter of verbal facility.  Intellectual attributes of a more general 
kind, as measured by instruments such as IQ tests, may also be implicated.
Although women and men are equal in average IQ, men outnumber women
on the tails of the IQ distribution, with more men achieving the very high-
est score s .6 8 It is far more likely, however, that women’s relative lack of
p rominence is traceable to average gender diff e rences in temperamental or
“conative” traits such as competitiveness, ambition, singlemindedness, and
d r i v e ,6 9 or to women’s greater attraction to and interest in people rather than
t h i n g s ,7 0 or to other gender disparities in patterns of intellectual intere s t ,7 1

focus on career advancement at the expense of domestic pursuits, or desire
to achieve life balance.7 2 In short, available evidence suggests that ST
explains relatively little of the patterns of male and female accomplishment
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o b s e rved in the real world today. Surely something else is going on.
Although continued investigation of ST is certainly warranted, exaggerated
claims for ST’s significance should be avoided. A clear-eyed assessment of all
the evidence is the only cure for overclaim syndro m e .
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40. See, for example, Steele and Aronson 1995, 799, the locus classicus, in which the
diagnostic (ST- t h reat) group was instructed that the test would “provide a genuine
test of your verbal abilities” but the control (non-ST threat) group was told the test’s

1 6 4 NOTES TO PAGES 147–151

06_06 Stereotype Threat**CC.qxd  9/23/09  10:28 AM  Page 164



purpose was to investigate the psychology of test-taking generally, with no mention
of verbal ability. 

41. See, for example, Spencer et al. 1999, study 1, and Schmader 2002.
42. See Davies et al. 2002.
43. See Spencer et al. 1999, study 1.
44. See Schmader 2002.
45. See Davies et al. 2002. 
46. See, for example, Spencer et al. 1999, study 3; Quinn and Spencer 2001; and

Ben-Zeev et al. 2005.
47. McIntyre et al. 2003; emphasis added. 
48. Good et al. 2003. 
49. See, for example, Spencer et al. 1999, study 2, and O’Brien and Crandall 2003.
50. See, for example, Ben-Zeev et al. 2005; Inzlicht and Ben-Zeev 2000; and

Inzlicht and Ben-Zeev 2003.
51. Brown and Josephs 1999. 
52. Ben-Zeev et al. 2005, study 2.
53. McGlone and Aronson 2006. 
54. See Spelke and Grace 2006, 60, and Davies and Spencer 2004, 176, noting that

the gender gap on standardized math tests “is not replicated in classroom grades.”
See also Ceci et al. 2009, 244, noting that “[o]ne puzzling aspect of the stere o t y p e
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sound. A substantial percentage of high school students now take the SATs. In light of
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subjects of reasonable size that mirror the distribution of male and female SAT- t a k e r s
in the top tier. Altern a t i v e l y, re s e a rchers could pool results from several universities to
achieve the requisite number of data points. Or subjects drawn from some narro w e r
i n t e rval of scores could be compared, so long as subjects were selected to match the
respective percentages of men and women who actually achieve particular scores. For
example, the percentile profile of women scoring from 716 to 730 might mirror that
of men scoring from 750 to 760. Determining the precise way in which various male
and female subjects should be selected would re q u i re calculations similar to those
p e rf o rmed above. Once again, these calculations would be based on the assumption
that all disparities in perf o rmance—and any diff e rences in bell curve distribution—
a re entirely due to ST. This means that, without ST, the same percentages of women
and men should achieve the same score s .

63. Although men have historically slightly outperf o rmed women on the SAT-V and
other timed tests of verbal ability that stress vocabulary, analogies, and logic, women
usually score higher in assessments of writing and critical reading. See, for example,
Kelley 2007, A11, noting girls’ higher average scores in the recently added SAT writ-
ing component; see also Halpern et al. 2007, 6–7, noting females’ “consistent out-
p e rf o rmance of males in writing achievement” and in “reading literacy.” 

64. See, for example, Spencer et al. 1999, 22: “The stereotype about women is re l-
atively confined—pertaining mainly to math and science”; Davies et al. 2002, 1621:
“Because cultural stereotypes do not accuse women of having inferior verbal skills,
women in verbal domains do not risk being personally reduced to negative stere o-
types”; and Cullen et al. 2004, 225: “There is no basis we are aware of for positing
that women systematically experience threat when taking the SAT [verbal].” 

65. See New York Times 2007. 
66. See Perez-Pena 2008, B7.
67. The surveyed publishers were the university presses of Oxford, Cambridge,

H a rv a rd, Yale, and Johns Hopkins, as well as the Sage Press. The ratios of identifiable
male to female authors (including for multiauthored and edited volumes) were: social
sciences, 3 to 1; public policy, 1.7 to 1; philosophy, 4 to 1; history, 2.5 to 1; literature ,
1 to 1.

68. See, for example, Lubinski and Benbow 2006, 94–95
69. Ibid., 88–93.
70. See, for example, Baron-Cohen 2003.
71. Lubinski and Benbow 2006, 87–88.
72. Ibid., 91–92.  See Ceci et. al 2009 (suggesting that tastes and pre f e rences 

a re the primary drivers of gender disparities in math and science career success). 
Old-fashioned discrimination is always a possibility, but is implausible in most 
contexts discussed in this section. For example, discrimination is unlikely to explain
the paucity of articles by women in impeccably left-leaning publications that are
staunchly committed to feminist precepts and gender equality. 
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7

An Evolutionary Twist on Sex,
Mathematics, and the Sciences

David C. Geary

For every woman in a department of mathematics, engineering, or physical
sciences at an elite university in the United States, there are between 
seven and fourteen men.1 In recent years, this sex difference has resulted in
considerable media attention, as well as scientific reviews2 and policy recom-
mendations. The most prominent review is provided by the National
Academy of Sciences’ Beyond Bias and Barriers: Fulfilling the Potential of Women
in Academic Science and Engineering, which concludes that “it is not a lack of
talent, but unintentional biases and outmoded institutional structures that 
are hindering the access and advancement of women.”3 The report also sug-
gests that sex differences in cognition—including spatial and mathematical
abilities—and interests that are predictive of high levels of accomplishment 
in these fields are small, no longer relevant, or, if they do exist, not clearly
related to biology or evolution.4 It is ironic that, at the same time, several of
the recommendations center on countering the disproportionate effects that
childbirth and care—which are related to biology and evolution—have on
the career trajectories of women. 

In any case, I propose that in Beyond Bias, biological and potential evolu-
tionary influences on sex differences were prematurely dismissed. This is 
not to say there are not talented women who can succeed at the highest 
levels in these fields, or that men have evolved to outperform women in these
disciplines. Modern-day science and mathematics are evolutionarily novel,
but this in and of itself does not preclude evolved but indirect influences 
on interest and acceleration in these fields.5 I illustrate the gist in the follow-
ing discussion. 

 



Evolution

Over the past several decades, research in the biological sciences has led to
substantial progress in our understanding of the evolution of sex differences6

and of the mechanisms (such as sex hormones) that result in the here-and-
now expression of these differences.7 It is surprising that the insights gained
from this considerable body of scientific research are not typically applied 
to the study of human sex differences. Biological influences, whether direct 
or indirect, by no means exclude social influences; in the same vein, social
influences by no means exclude biological ones. The question is a matter of
relative influence. At this time, we do not fully understand the degree to
which various biological and social factors influence the outcomes described
in the Beyond Bias report, in part because potential evolutionary and biologi-
cal influences were not fully explored. Here I provide a primer on the mech-
anisms that drive the evolution of sex differences and those that influence the
expression of these differences.

Sexual Selection. As described by Charles Darwin, the components of 
sexual selection and the primary mechanisms that drive the evolution 
of sex differences are intrasexual competition—competition with members of 
the same sex over mates—and intersexual choice—discriminative choice 
of mating partners.8 Sex differences will evolve when the traits needed for 
successful intrasexual competition or that influence mate choice differ 
for males and females, and they typically do.9 Figures 7-1 and 7-2 show
examples of traits that have evolved as a result of male-male competition and
female choice, respectively.

Sexual selection can also operate to create sex differences in cognitive
abilities, as illustrated with comparisons of closely related species of vole 
(a kind of small rodent also known as field or meadow mice).10 In the polyg-
ynous meadow vole (M. pennsylvanicus), males engage in scramble competi-
tion—that is, they compete by searching for and locating females that are 
dispersed throughout the habitat. Prairie and pine voles (M. ochrogaster and
M. Pinetorum, respectively), in comparison, are monogamous, and males do
not search for additional mates once paired. For the meadow vole, competi-
tion will favor males that court the most females, which is possible only
through an expansion of the home range. Field studies of these voles have
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confirmed the pattern shown in figure 7-3. Among meadow voles, males have
home ranges that cover four to five times the area of the home ranges of
females, but only during the breeding season,11 as would be expected if range
size is related to the reproductive strategy of the male (that is, its search for
females). The home ranges of male and female prairie and pine voles overlap.
A series of laboratory and field studies confirm the corollary prediction of a
male advantage in spatial abilities for meadow voles, but no such sex differ-
ence for prairie and pine voles.12

Spritzer and others have confirmed that male meadow voles with good
spatial abilities have larger home ranges and visit more females in their nests
than do their less skilled peers.13 Males with good spatial abilities typically
sire more pups, but not always; female choice is also involved and is mod-
erated by male aggressiveness and attention. On average, however, higher 
spatial abilities are associated with higher reproductive success—the pre-
dicted pattern, if this sex difference evolved as a result of male–male scram-
ble competition. 
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FIGURE 7-1
THE MALE ORYX LEUCORYX

SOURCE: Darwin 1871, 251–52.
NOTES: During male–male competition, these males “kneel down, with their heads between their front legs,
and in this attitude the horns stand nearly parallel and close to the ground. The combatants . . . endeavor
to get the upturned points under each other’s bodies; if one succeeds in doing this, he suddenly springs
up, throwing up his head at the same time, and can thus wound or perhaps even transfix his antagonist.”



Sex Hormones. The expression of evolved sex differences is influenced 
by pre- and postnatal exposure to sex hormones, especially androgens such
as testosterone.14 Androgens influence sex differences in cognition and
behavioral biases through early prenatal organization of associated brain areas
or activation of these areas with postnatal exposure to androgens, or some
combination. For male meadow voles, for instance, testosterone increases 
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FIGURE 7-2
FEMALE AND MALE HUMMINGBIRDS

(SPATHURA UNDERWOODI)

SOURCE: Darwin 1871, 77.
NOTES: The male’s exaggerated tail feathers (right) are an indicator of physical health and the health of
prospective offspring. Thus, females that choose these males as mates have more surviving offspring.



significantly during the breeding season and spurs the increased activity lev-
els needed to expand home ranges. For sexually selected behaviors that
require an extended period of learning, testosterone or other hormones may
act to increase engagement in these behaviors during development but might
not in and of themselves result in adult-level competencies. In other words,
hormones may result in a tendency to engage in one type of behavior 
or another, but behavioral or cognitive skill development often requires
extended practice.
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FIGURE 7-3
MALE SCRAMBLE COMPETITION AND MALE MONOGAMY

SOURCE: Author’s illustration.
NOTES: With scramble competition (top panel), males compete by searching for females whose terri-
tories (filled shapes) are dispersed. Territories of male meadow voles (bold, open shapes) encompass
that of many females, and males may physically attack one another in regions in which territories
overlap. The territories of male and female prairie and pine voles overlap (bottom panel).

Male Scramble Competition

Male Monogamy



Within-Sex Variation. Sexual selection can exaggerate within-sex variation
in the traits that influence competition and choice.15 These traits are often
condition-dependent—that is, their expression is heavily influenced by indi-
vidual factors, such as health, and by social and ecological conditions during
development and in adulthood. The resulting bias for extreme expression of
these traits, as shown in figure 7-2, is maintained because their expression in
fit individuals eliminates potential competitors that cannot express the traits
to the same extreme. The basic point is that the sex that experiences more
intense intrasexual competition or more intense vetting by members of 
the other sex will tend to show greater within-sex variation on many traits—
variation that results, in part, from a sex difference in sensitivity to social or
environmental conditions.

Human Evolution

Given this knowledge, it is surprising that evolutionary models of human sex
differences are not often given full consideration, including in the Beyond Bias
report. The development of evolutionary models of human sex differences is,
of course, complex, but it is not simply the creation of “just so” stories. The
use of patterns that emerge across species and human cultures, as well as
studies of the proximate influences of sex hormones, provide methods to test
the feasibility of these models. 

Sexual Selection. A sex difference in physical size is a consistent indicator of
an evolutionary history of sexual selection.16 Larger males than females are
nearly always associated with intense physical male–male competition and
polygyny. The currently observed sex differences in physical size, upper-body
musculature, patterns of physical development, and other traits strongly sug-
gest the contribution of sexual selection to human evolution.17

Inferences about the nature of such sexual selection among humans are
constrained by anthropological and population genetic studies. The details
are nuanced and beyond the scope of this chapter,18 but forms of male–male
competition are relevant. In traditional societies, this competition includes
coordinated group-level conflict for control of ecologically rich territories and
for social and political influence.19 Competition is often manifested in terms
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of low-level but frequent raiding, warfare, political manipulation, and result-
ing high male mortality.20 Within-group competition manifests physically
and politically and results in the formation of dominance hierarchies.21

Maintaining the groups’ territorial borders, tribal warfare, and large-game
hunting—all of which are almost exclusively male activities22—within these
borders involves fluid movement in large and often novel ecologies. The
result may be a male advantage in the complex three-dimensional spatial
abilities that support large-scale navigation, as with meadow voles. The con-
struction of weapons and other tools (also primarily a male activity) is also
associated with hunting and warfare.

Cognitive Domains. The evolved function of behavior is to allow individ-
uals to attempt to gain access to and control of the types of resources or
avoid the types of threats that have tended to co-vary with survival or repro-
ductive prospects during the species’ evolutionary history.23 At a broad
level, most evolutionarily relevant resources or threats fall into three cate-
gories: social, biological, and physical. The associated brain, cognitive, and
other traits coalesce around the respective domains of folk psychology, folk
biology, and folk physics.24 Folk psychology is composed of the systems
that enable people to negotiate social demands, and includes knowledge
related to the self, dyadic relationships, and group-level interactions.
Human folk biology supports the categorizing of plants and animals in 
the local ecology, as well as related knowledge that facilitates hunting and
other activities involved in using these species as food and medicine.25

Folk physics includes the systems that enable navigating in three-
dimensional space and mentally representing this space (for example, a
group’s territory), and for using physical materials for tool-making.26

The knowledge and behavioral skills that compose folk systems emerge
from an interaction of inherent constraints and experiences during devel-
opment. Inherent constraints are most likely to evolve when the associated
information, such as the basic shape of a human face, does not change from
one generation to the next. Other folk-related information is more dynamic
and results in some degree of novelty across generations and within life
spans. The brain and cognitive systems that process this information can-
not be highly constrained by biology, and hence are open to modification
through experience.27 In traditional societies it may take as long as twenty
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years to acquire the folk biological and physical knowledge needed for
hunting or warfare.28 Inherent bias in attention and interest evolve to initi-
ate and guide the process of acquiring these competencies, but mastery
requires a lot of experience. 

Development and Interests. Children’s social play and exploration of the
environment and objects represent evolved tendencies to engage in certain
activities, and they result in experiences that fine-tune folk competencies so
they are well-suited to local conditions. Under different conditions, sex dif-
ferences in developmental activities mirror those in patterns of intrasexual
competition, intersexual choice, and parental investment.29 These sex dif-
ferences are influenced by pre- and postnatal exposure to sex hormones,
but the developing competencies necessarily emerge from the interactions
between early hormone-influenced biases in child-initiated activities and
the specifics of the niches in which the children grow up. Socialization also
influences the extent to which these differences are expressed—for
instance, through suppression or encouragement of a desire for dominance
and rough-and-tumble play.30

Play and other child-initiated activities related to the development of cer-
tain spatial abilities, as well as mechanical abilities associated with tool use,
may provide a link to later emerging sex differences in some specific compe-
tencies related to mathematics and the sciences. For example, in both indus-
trial and traditional societies, boys’ play ranges are one and a half to three
times the size of girls’, and boys manipulate the ecology within this range
more frequently and in more complex ways (such as by building forts) than
do girls.31 These activity differences result in a widening gap between boys
and girls in the ability to visualize mentally and remember the geometric 
features of large-scale space—for instance, to remember and draw accurately
the location of building A forty-five degrees northwest of building B. The sex
difference in the size of the play range results from a combination of parental
restrictions on girls’ exploration away from home and child-initiated prefer-
ences that may be related to prenatal exposure to androgens, although the 
latter relationship is not fully understood.32

Most studies of infants and toddlers have failed to find sex differences in
some object-related components of folk physics, such as discriminating
mechanical from human motion.33 There are, however, consistent sex 
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differences in the play preferences of preschoolers and older children. Boys
engage in more object play and girls in more family and parenting play.34

Boys engage in more play with inanimate mechanical objects (such as toy
cars) and play that involves building. In developing the preschool activities
inventory—a survey in which adults report on the frequency with which 
children engage in various activities, such as doll play—Golombok and Rust
obtained information on the play activities of 2,330 preschoolers from three
nations.35 The overall sex difference in early play activities was very large, and
for individual activities it was largest for play with toy vehicles and toy
weapons, which favored boys, and risk avoidance and pretending to be
female characters, which favored girls. These findings were confirmed in a
study of 3,990 preschool twins and their siblings.36

Boy-typical play preferences have also been found for girls with congen-
ital adrenal hyperplasia (CAH), which results in excess prenatal exposure to
androgens. For three- to eight-year-olds, Berenbaum and Hines reported
that four out of five girls with CAH played with blocks, toy cars, and other
“boys’ toys” more often than their unaffected sisters or cousins. Three to
four years later, the difference in preference for “boy play” was larger, such
that nine out of ten girls with CAH engaged in more play with boys’ toys
than their unaffected relatives.37 Within the normal range of early hormone
exposure, Hines and colleagues found that higher maternal testosterone
levels during pregnancy were associated with more masculine play for the
preschool daughters of these mothers, but not for their sons.38 For three-
year-olds, Gredlein and Bjorklund found that engagement in a boy-typical
form of object-oriented play was associated with skilled tool use during
problem-solving for boys but not girls—boys benefited more from this 
type of play.39 For eighteen-month-olds, Chen and Siegler found small to
moderate advantages for boys for transfer of tool use from one setting to an
analogous setting, in the consistency of tool use across settings, and in 
successful use of tools in problem-solving.40

Evolution, Mathematics, and the Sciences

Academic learning is possible, in part, because of the long developmental
period among humans and the accompanying plasticity within folk
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domains, in combination with formal and informal instruction. We are only
beginning to understand how this academic knowledge is built from the
brain and cognitive systems that compose evolved folk domains, and the
following is an early attempt to map such links.41 I first illustrate several
potential links between folk knowledge and academic learning in the 
sciences and mathematics, and then relate these to sex differences. 

The Sciences and Mathematics. When asked about the forces acting on a
thrown baseball, most people believe there are forces propelling it forward,
something like an invisible engine, and propelling it downward. The down-
ward force is gravity, but there is, in fact, no force propelling it forward, once
the ball leaves the player’s hand.42 The concept of a forward force, called
impetus, is similar to pre-Newtonian beliefs about motion prominent among
intellectuals in the fourteenth to sixteenth centuries, and may reflect a feature
of folk physics. Although adults can follow the trajectory of a thrown object,
their explicit explanations of why the trajectory occurred as it did are often 
scientifically naïve.

Sir Isaac Newton’s careful observation, use of the scientific method,
and inductive and deductive reasoning resulted in a scientifically accurate
understanding of large-scale motion and the operation of gravity. In his
Principia Mathematica, Newton relied heavily on spatial and geometric
representations to explain and prove his predictions about motion.43

These spatial representations were likely dependent on the cognitive sys-
tems that evolved to support large-scale navigation. He built on this
knowledge, however, and corrected naïve explanations through the use of
explicit and exacting logic and a period of sustained effort and attention
to this work. 

The development of geometry—the study of space and shape—as a for-
mal discipline may have also been influenced by early geometers’ ability to
explicitly represent the intuitive knowledge built into the systems that
evolved to support navigation.44 In the refinement and integration of the
basic principles of geometry, Euclid formally and explicitly postulated that
a straight line can be drawn from any point to any point; that is, he made
explicit the intuitive understanding that the fastest way to get from one
place to another is to go “as the crow flies.” Using a few such basic postu-
lates and definitions, Euclid then systematized existing knowledge to form
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the often complex and highly spatial components of classic geometry. 
As with the Principia, the creation of Euclid’s Thirteen Books of the Elements
must have required an exceptional ability to maintain attentional focus,
along with well-developed spatial abilities and the ability to use logic to
explicitly and precisely define spatial relationships.45

Linking Evolved Biases with Modern Competencies. My suggestion is
that the historical emergence of mathematics and the sciences was built
upon folk domains by individuals with high intelligence, spatial ability,
creativity, ambition, and interest in folk physics.46 High intelligence is asso-
ciated with the ability to explicitly represent and manipulate folk and other
information in working memory and to do so by means of formal logic.
This ability, along with the development of the scientific method (and, thus,
a means to test folk intuitions and correct naïve attributions) and the 
ability to transfer knowledge across generations (for instance, with books),
was pivotal to this emergence. We are beginning to understand the brain
and cognitive systems that allow people to explicitly represent information
in working memory and to systematically manipulate this information in
terms of formal rules and, through this, to build on the systems that appear
to support folk domains. 

As an example, brain imaging studies suggest that areas of the parietal
cortex comprise one link between evolved spatial abilities and some aspects
of mathematical learning.47 The parietal cortex also appears to be part of 
the brain systems that support the mental simulation of how objects can 
be manipulated when used as tools.48 Although a functional relationship 
can only be guessed at, it is of interest that areas of the parietal cortex typi-
cally associated with spatial imagery and other areas of folk physics were
unusually large in Albert Einstein’s brain.49

My suggestion is that being at the extreme of the folk-physical systems
that support the use of spatial imagery contributes—likely in combination
with areas of the prefrontal cortex—to the ability to explicitly represent phys-
ical and complex three-dimensional, spatially based quantitative information
in working memory, and thus may contribute to the ease of learning spatial
and mechanical aspects of mathematics and the sciences.50 Preliminary 
evidence suggests that enhanced folk-physical systems may contribute to
eminent contributions in these fields.51
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Sex Differences

Having considered the evolution of sex differences generally, I next provide
some hypotheses linking evolved sex differences to those that emerge in the
sciences and mathematics.

Brain and Cognition. The potential relationship between the brain and 
cognitive systems for navigation and geometry, as well as the use of spatial
representations for solving some types of mathematical problems, means that
any sex differences in activities that enhance these navigation-related spatial
abilities may incidentally contribute to sex differences in these areas of math-
ematics. If the evolved activity preferences of boys result in elaboration of
these spatial systems during development—and they appear to52—then boys
may have a head start in setting the cognitive foundation for learning in some
mathematical and scientific areas. This does not mean formal training with
use of spatial representations cannot close the gap between males and
females, but in the absence of such training, boys will engage in more infor-
mal, child-initiated spatial activities than girls. 

The relationship between activity in areas of the parietal cortex and 
certain spatial abilities may provide a place to begin the systematic testing of
this type of hypothesis. Based on a structural magnetic resonance imaging
(MRI) study, Goldstein and colleagues found many of these brain regions
20–25 percent larger in men than in women, with a high density of sex 
hormone receptors during prenatal development.53 One implication is that
the cognitive and behavioral functions supported by these regions were under
stronger selection pressures for men than for women during human evolu-
tion, and that their organization may be influenced by prenatal exposure to
sex hormones. While a relationship has not been established between the
parietal cortex and sex differences in geometry and mathematical reasoning,
it is an area of potential future study.

Interests and Ambition. As described in “Development and Interests,” above,
boys are more likely than girls to show an interest in and engage in activities
that might enhance folk-physical competencies. A corresponding hypothesis
is that these interest biases reflect, in part, more frequent tool construction by
males than females during human evolution. They are thought to be an aspect
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of the suite of brain and cognitive systems and developmental activities that
allowed males to explore and learn how to construct and use tools from mate-
rials in the local ecology. If these sex differences contribute to the sex differ-
ences in interest in some areas of the physical sciences and engineering, then
within- and between-sex differences in these interests should follow from a
pattern of interest and engagement in play with mechanical objects during
development, and from prenatal exposure to male hormones.54

In addition to area-specific interests, an evolutionary history of more
intense intrasexual competition and intersexual vetting in males than females
will manifest in modern societies as men being more focused than women on
cultural status in the domains in which they compete.55 In societies with 
economic specialization, a corollary is that men will define success in terms
of areas in which they have a competitive advantage over other men and may
accordingly be narrow in their interests and the focus of where they compete.
From this perspective, men should also be more willing than women to trade
off time with friends and family to gain status in these areas—a prediction
that has been confirmed with Lubinski and Benbow’s study of mathematically
gifted people.56 The willingness to make these trade-offs in combination with
an interest in mathematics and science are two essential components of
exceptional accomplishment. 

Within-Sex Variation. Based on features of male–male competition, greater
within-sex variation should follow from three-dimensional spatial cognition
in boys and men. If the development of spatial cognition is a condition-
dependent trait in males, then boys should benefit more than girls in envi-
ronments that enable the play-based exploration of large-scale space, and to
suffer more than girls in environments that restrict these activities. Levine and
colleagues assessed a sample of 547 children from high-, middle-, and low-
income backgrounds across second and third grades on two spatial tasks 
and a syntax comprehension test.57 While there were no sex differences on
the syntax test, boys had an advantage on both spatial tasks—but only among
children from high- and middle-income families. There were no sex differ-
ences for the low-income children. In other words, low family income 
was associated with lower scores for both boys and girls on all three tests, 
but in relationship to same-sex peers, the spatial competencies of boys were
more strongly affected by poverty than those of girls. The features of these
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environments that influenced spatial development are not known, and thus
this is not a strong test of the greater sensitivity of boys to early experiences.
The pattern is nevertheless consistent with evolutionary predictions regard-
ing the influence of environmental circumstance on within-sex variation in
traits that are potentially related to sexual selection, and it illustrates the rich-
ness of this approach for understanding potential environmental influences
on the expression of evolved sex differences.

Conclusion

Evidence that sexual selection is responsible for sex differences across many
species is now overwhelming.58 The dynamics result in the exaggeration of
traits that facilitate intrasexual competition or influence mate choice, and in
so doing they create between-sex differences and often increase within-sex
variation as well. The here-and-now expression of sexually selected traits
results from a combination of pre- and postnatal exposure to sex hormones,
genetic sex, and ecological and social contexts.59 Some of these traits are 
condition-dependent—that is, they have evolved to reflect how individuals 
of one sex or the other are coping with ecological stressors (for example, 
parasites) and social stressors (for example, competition for status). Thus,
expression of the trait is highly dependent on experience and context. 

Human sex differences follow from the extent to which these components
of sexual selection have differed for males and females during human evolu-
tion. For instance, male–male competition includes group-level warfare, tool
construction, and use of projectile weapons, among other things, that are not
components of female–female competition.60 Based on these differences,
males have an advantage in use of geometric-based navigational strategies for
movement in novel ranges and for the forms of mechanics-related cognition
that support tool construction. Any such sex differences emerge slowly 
during childhood and are influenced by pre- and postnatal exposure to sex
hormones, as well as by the influence of those hormones on child-initiated
activities that promote learning in these areas. 

Learning the knowledge bases, technical skills, and conceptual models that
compose mathematics and the sciences is necessarily related to schooling, and
not directly to cognitive evolution. Nevertheless, evolved cognitive abilities and
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attendant biases in interests provide the foundation for academic learning61

and can add to our understanding of how people learn and understand math-
ematics and the sciences, and why they might pursue careers in these fields.
Sex differences in folk domains follow from the extent to which these domains
are related to parenting or to patterns of intrasexual competition or mate
choice. During human evolution, male–male competition was almost certainly
dependent on spatial abilities, and in some mechanical domains related to tool
construction. Thus, we can expect average sex differences to favor boys and
men, as well as the presence of more boys and men at the extremes of these
abilities and associated interests (for instance, in mechanical objects). We can
also expect sex differences in mastering areas of mathematics and the sciences
in which these forms of folk cognition might influence learning. 

This perspective helps to frame the relationship between spatial cognition
and mathematical reasoning and the male advantage in both of these areas.62

Any such relationship does not lead to a blanket prediction of a male advan-
tage in all areas of mathematics, but rather provides specific and testable
hypotheses about where the sexes should be similar and where they should
be different; for instance, we can predict a male advantage in the ability to
visualize mathematical relationships in three dimensions, as well as no sex
difference in the ability to learn geometric theorems. Another implication is
that formal training in use of spatial strategies for solving mathematics prob-
lems may be more important for girls than for boys, and that such training
may help to close the gap. My point is that an evolutionary and biological
approach has much to add to our understanding of human sex differences,
including those that contribute to the overrepresentation of men in mathe-
matics, engineering, and the physical sciences. 

In this light, the Beyond Bias report would have better served the nation
with a full and thorough consideration of all available and relevant scientific
knowledge of potential influences on the observed sex differences in the phys-
ical sciences, mathematics, and related fields. Without such consideration, 
policy initiatives resulting from the Beyond Bias report are at risk for failure, at
best, and harm to the scientific infrastructure of the United States, at worst. The
stakes are too high to attempt to institute policy and institutional change with-
out a full understanding of sex differences in the development of scientific and
mathematical talent and in the long-term progression of men and women in
these fields. The Beyond Bias report does not provide this foundation. 
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Cognition and the Brain: Sex Matters

Richard J. Haier

Research to determine the nature of cognition has a long and honorable 
history. Scientific programs to understand the basic processes of cognition—
attention, learning, and memory—generally are well-supported and without
much public controversy. Cognition is based in the brain, and many
researchers around the world are engaged in identifying precisely how the
brain manages it. A special urgency is associated with understanding how
cognition is disrupted when the brain is attacked by Alzheimer’s disease,
schizophrenia, stress, aging, and a host of other diseases and insults. Often,
researchers interested in dissecting normal cognition find funding only by
invoking the promise of their research to elucidate some aspect of abnormal
cognition and disease.

It is fair to characterize most research on cognition as normative—that is,
its goal is to establish the general principles that underlie basic cognitive
processes like learning and memory. Normative research generally focuses on
what is common among subjects, whether rats, mice, or humans. If, for
example, a drug given to a group of laboratory rats disrupts their subsequent
average performance, compared to placebo and control conditions, on a
problem-solving task previously memorized, this is evidence that the drug
affects the aspect of memory in question. 

Researchers who focus on individual differences in cognition, on the
other hand, try to address such questions as whether each rat receiving the
drug shows the same magnitude of effect on memory. What does it mean if
some rats have a very strong effect and others show a weak or zero effect,
especially if all the rats are of the same genetic strain and were raised in 
similar environments? Here is where controversy begins in this exceedingly

 



complex and important work. After a hundred years of laboratory experi-
ments on learning and memory, we still question whether experimental 
findings can be generalized to answer why some children learn faster or
memorize more than others, or why some people reason better than others. 

Research on individual differences in cognition has a controversial his-
tory. This is to be expected somewhat because of the focus on how we differ
from each other, rather than on what we have in common. In fact, research
on intelligence has one of the most controversial histories in science, even
though intelligence, as commonly understood, refers to little more than indi-
vidual differences in basic cognitive processes, especially learning and mem-
ory. Along with the usual and necessary scientific skepticism and debate
about various findings have come emotional and political criticisms, not
unlike those targeted against stem cell research. The combination of the study
of genetics and/or biology (the basis for modern neuroscience) with research
investigations examining the sources of variance for individual differences can
be incendiary. In 2005, for example, the president of Harvard University,
Lawrence Summers, suggested that, in addition to discrimination and other
sociocultural factors, there might also be biological reasons for fewer women
than men having careers in science and math. The response to his remarks,
especially in academia, was a vociferous and acrimonious outcry and the sud-
den, compelling desire of the president of Harvard to spend more time with
his family. As late as September of 2007, Dr. Summers was abruptly disinvited
to speak at a dinner of the University of California Regents because of some
faculty complaints concerning his remarks two years previously.1

Uncertainty in the Field

The furor over Summers’s remarks also resulted in renewed interest and
debate among scientists about what the data on sex differences and cognition
actually show and what they mean. One group of prominent researchers
recently reviewed the data from several perspectives.2 They reached a con-
sensus that there are some sex differences in cognitive ability, and that many
factors, both social and biological, contribute to career choices in science 
and math professions. Their summary of the data and the issues, including
definitions of key concepts and terms, is succinct and demonstrates why 
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simple conclusions are not yet possible. Another comprehensive and bal-
anced presentation of the data and their interpretation by many experts on
this issue can be found in a collection of papers published in 2006 by the
American Psychological Association, entitled, Why Aren’t More Women in
Science?3 In its concluding chapter, the editors summarize several key issues,
focusing on areas where the same data are interpreted differently by
researchers. Among them are the following four:  

• The right tail of the distribution. On average, males and females are
essentially equivalent on most measures of cognitive performance,
although some differences in specific abilities are consistently
found. An important question is whether there are more males at
the very highest end of the distribution of science and math abil-
ity. This argument centers not on superior ability in the top 5 per-
cent or even the top 1 percent, where sex differences are not large
and may have no practical implication for professional success.
Rather, the question is about extraordinary ability in the top one-
tenth of 1 percent. Some of the best evidence about this rarified
group (that is, about 1 of 10,000 individuals) comes from longi-
tudinal studies of mathematically precocious youth begun at
Johns Hopkins University more than thirty years ago. Based largely
on the results of the SAT-M test, this research shows more boys
than girls in the extraordinary range. There is no definitive expla-
nation for why more boys than girls score in the top one-tenth of
1 percent, but some think that the use of the SAT-M for this cate-
gorization may not provide an accurate reflection of underlying
aptitude, as opposed to manifest performance. Others argue that
performance tests always assess aptitude, at least to some degree.
Experts also disagree as to whether the magnitude of the per-
formance difference (three to one in recent data, down from thir-
teen to one in the early 1970s data), suggests a biological basis.4

• Real-world demands. Gender-related real-world demands are a
subject of much interest with respect to explaining why there are
fewer women in certain fields. Whereas experts generally agree
that the most successful professional achievement requires the
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dedication to it of over sixty hours a week, data indicate that
women work fewer hours in their professions because of compet-
ing cultural roles demanding more of them for childrearing and
family responsibilities. Some data also suggest that women who
work fewer hours end up being more satisfied. As is often the
case, especially when using survey data, conflicting interpreta-
tions are frequent.5

• Differing preferences. Some data indicate that differing career inter-
ests may account for fewer women than men choosing certain
professions, suggesting that, on average, women prefer people-
oriented professions (such as medicine and law), while men pre-
fer object-oriented ones (such as engineering and physics).
Interpretations of these data also differ. At best, the factors shap-
ing any such differences in career interests are not well established
empirically.6

• Interaction of biology and environment. A small biological advantage
for some attribute may lead a person to seek out environments in
which the advantage comes to flourish. Disentangling such effects
is difficult. They may contribute to fewer women being in certain
professions, but this is not determined.7

These examples underscore the uncertainty among researchers regarding
the existence and importance of sex differences in cognition as they may relate
to professional choices and success. Ceci and Williams wonder how this
research can even proceed when some interpretations of data, especially those
suggesting some biological basis for some sex differences, are offensive to many
people. They conclude that “all legitimate views need to be aired openly for
science to flourish and for policies to be well informed by scientific findings.”8

Certainty at the NAS

A committee of the National Academy of Sciences (NAS) has taken a differ-
ent position. Their report on women in science, Beyond Bias and Barriers:
Fulfilling the Potential of Women in Academic Science and Engineering,9 includes
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specific recommendations to address the paucity of women in the physical
sciences and engineering. While summarizing essentially the same research
literature covered by Ceci and Williams’s book and the review by Halpern and
colleagues, the NAS report finds far less nuance and uncertainty in the data.
It asserts that sex differences in cognition, if they exist at all, do not have any
bearing on why fewer women are in physical and engineering professions,
and reasons that if there are no sex differences in cognition, there is no need
to argue over their cause. The report endorses support for additional research
on social and cultural factors to address the gender imbalance in certain 
professions; there is no endorsement for more biological or neuroscience
research. 

Here is the committee’s logic, as expressed in the opening summary of
chapter 2 of the report, entitled, “Learning and Performance”:

1. Most research studies of sex differences in cognition find more
overlap than differences and any differences tend to be small. 
2. When average differences are found, the differences are on
measures designed to predict high school and college success;
and since there is no longer any academic performance difference
between male and female students, there is no gender gap to
explain. 3. The observation that there are more males than
females in the very top tier of performance on tests of mathe-
matical reasoning is based on tests (e.g. the SAT-M) designed to
predict high school and college success, not success in science
careers. 4. Thus, we can not look to cognitive sex differences to
explain the differential success of men and women scientists 
and engineers.10

The data interpretations given to justify this logic are not compelling.
Virtually all researchers in this field agree with point 1, but questions remain
open with respect to aspects of spatial ability and their relationship to 
mathematical reasoning, a key component of science and engineering. Point
2 also is widely accepted for most cognitive abilities, but the same questions
about spatial ability remain, especially about the top one-tenth of 1 percent
of students. Point 3 is based on a frequently used ploy to blame the test 
when results are controversial; more importantly, the SAT-M specifically has
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been shown to predict professional success.11 As to point 4, despite the NAS
committee’s assertion, research questions about sex differences in cognition
that may have bearing on the imbalance of women in certain professions
remain unresolved.12

The NAS report also all but eliminates the possibility that any biological
factors may be relevant to understanding the complexities of professional suc-
cess. The report does acknowledge anatomical and functional differences
between the brains of males and females, but asserts that “studies of brain
structure and function . . . have not revealed biological differences between
men and women in performing science and mathematics that can account for
the lower representation of women in these fields.”13 The wording of this
assertion is overly precise—what, exactly, would such brain studies look like?
Have any studies, positive or negative, been directed at this exact wording of
the problem?

Some Relevant Brain Data

It would be odd to assume that cognition had nothing to do with the biology
of the brain, and it would be even odder to assume that individual differ-
ences in brain biology were not related to individual differences in cognition. 
Tools to study the brain directly have only become available to cognition
researchers relatively recently. Neuroimaging techniques are especially pow-
erful, and many researchers are now engaged in determining how brain struc-
ture and function are related to cognition. Thousands of these studies are
published; most are directed at normative processes and do not investigate
individual differences, and most do not address any male/female differences. 

There are exceptions in which male/female differences are specifically
investigated; some of these studies are even cited in the NAS report.14 Haier
and Benbow first addressed the question in 1995, when we used functional
brain imaging with positron emission tomography (PET) to examine the
brain areas used for mathematical reasoning.15 We studied twenty-two male
and twenty-two female college students. Half of each group was selected 
for having had college entrance SAT-M scores over 700, and the other half 
for having had average scores. All subjects were scanned while they 
performed a new SAT-M test. Brain activity in specific parts of the temporal
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lobe was correlated to SAT-M score in the men, but not in the women. This
was a clear difference. Note that even though the key research design element
in this study was selecting male and female subjects matched for mathemat-
ical reasoning ability, the data still showed a strong sex difference in the brain.
This methodology took the investigation of biological factors and sex differ-
ences in cognition in a new direction by investigating whether different brain
architectures or designs produced equal cognitive performance.

Recently, we reported a similar finding using structural magnetic reso-
nance imaging (MRI) to assess gray and white matter throughout the brain
and correlating the amount of tissue with IQ scores from the Wechsler Adult
Intelligence Scale (WAIS). We found significant correlations for several brain
areas,16 but the areas differed for men and for women matched on IQ scores
and controlling for brain size.17 In men, more gray matter was related to 
IQ; in women, white matter was more important. These results suggested that
the brain might have more than one organization designed for intelligence.18

Interestingly, one of the areas which appeared to be more important for 
intelligence in men than in women was in the parietal lobe, an area impor-
tant for visual-spatial ability; it is an area where Albert Einstein’s brain, at
autopsy, showed greater volume than control brains.19

Based on a review of thirty-seven neuroimaging studies of intelligence
published since 1988, a specific network of brain areas has been proposed
as a neural basis for intelligence,20 but there are not yet enough studies to
tell us if the same network details apply to both males and females. The
study of brain structure and function in individuals selected for extraordi-
nary ability in a specific cognitive domain may be particularly informative.
More than one brain design or architecture may be identified, and each may
be related to high cognitive performance. Research to determine the fre-
quency of these hypothesized brain designs in males and females, matched
for extraordinary ability, may be important in understanding the depth of
the career disparity problem. Even matching males and females for average
performance at the fiftieth percentile may yield different brain architectures.
Such studies done in children surely would elucidate important develop-
mental factors.21 Even a passing familiarity with neuroimaging studies like
these demonstrates that there is so much we do not know and so much yet
to discover about brain biology and sex differences, and perhaps even
career choices.
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Offense and Myth

The NAS committee’s discussion of biology concludes, “Because men and
women do not differ in their average abilities and because they have now
achieved equal academic success in science through the college level, there is
no sex performance difference for the biological studies and theories to
explain.”22 This logic is not compelling for such a definitive closure. What
about the observed fact of fewer women in science and engineering profes-
sions after college? Could brain differences between men and women emerge
in later life when some brain-related genes turn on or off? Are there any bio-
logical factors at all which could have even a little to do with the disparity?
Given the sophistication of neuroimaging technology and other neuroscience
techniques, would it not be appropriate for the NAS committee to call for
more research rather than for none? Whatever social and cultural factors help
explain gender differences in science professions, and there surely are impor-
tant ones, why must the possibility that any biological factors contribute even
a little to the disparity be excluded so definitively? It is likely that, as Ceci and
Williams acknowledged, some people are offended by the possibility that bio-
logical factors, genetic or not, may be involved. Such offense is often based on
misunderstanding or myth about what it means if something is biological. 

There is no need for such offense. Suppose a human attribute “X” is the
result of biological processes. This does not mean that X is destined to be
fixed in stone, even if there is a genetic component to the biological process
(not every biological phenomenon is genetic, but anything genetic always
works through biology, whether through interaction with the environment or
not). Moreover, the possibility that X may actually change is not the basis for
a logical argument that X cannot be biological or even genetic. Biology can be
changed, as is apparent every time you see your doctor and ask for broken
biology to be fixed. If X has a genetic component, it may not be expressed
equally in all populations, and the frequency of genes may differ; that is why
there are more blue-eyed people in some countries than in others. Inferences
that X confers inferior or superior status on a person or a group are judg-
mental and inappropriate, whether X has a biological basis or not. When it
comes to X, interactions between brain and environment are two-way streets
(this used to be called the nature/nurture debate). More knowledge of how
the interactions work in both directions is always better than less. 
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It is surprising and unfortunate that myths and misunderstandings sur-
rounding such issues are well represented in chapter 2 of the NAS report.23

Efforts of neuroscience to understand the biology of how the brain works,
both in general and in individuals, face serious and important questions
whose resolution requires unprejudiced scientific approaches to understand-
ing sex differences. We may find, for instance, that men and women of equal
cognitive ability use different brain mechanisms to achieve the same per-
formance. If so, we have learned something potentially important for 
cognitive rehabilitation following brain injury, and for minimizing the effects
of normal aging or brain disease. We may also learn that one brain mecha-
nism is more common than another in either sex. This could have a bearing
on different rates of career choices and success. Diane Halpern, a leading
researcher on cognitive differences between men and women, is quoted in the
NAS report:

Some researchers object to the study of sex differences because
they fear that it promotes false stereotypes and prejudice. There is
nothing inherently sexist in a list of cognitive sex differences; 
prejudice is not intrinsic in data, but can be seen in the way 
people misuse data to promote a particular viewpoint or agenda.
Prejudice also exists in the absence of data. Research is the only
way to separate myth from empirically supported findings.24

It is disappointing that the NAS report apparently ignores this sentiment
when it comes to the exciting potential of neuroscience investigations for
understanding more about sex differences.

Conclusion

We just do not have simple answers about the observed disparity in the pres-
ence of men and women in science and engineering professions because there
are compelling data that suggest several interacting factors, some cultural and
social, others biological. Objective readers will understand that no one study
or perspective will provide a satisfactory understanding of the complexities of
career choice and professional success. Many may conclude that the data 
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are not sufficiently clear to inform public policy discussions concerned with
the number of women in science and other professions, let alone provide a
basis for specific public policies. It is entirely possible that the data will never
be clear, given the inherent limitations of scientific methods applied to 
complex human activities. It is also possible that compelling data will point
in directions politically or socially uncomfortable. 

The NAS recommendations can be debated on their social and political
merits alone. Scientific justifications typically are not required in matters of
public policy, and scientific data often do not influence policymakers in how
social goals are set or achieved. But if scientific findings are introduced as part
of the debate, all the relevant data need to be considered fairly. The scientific
study of sex differences in cognition will continue on many fronts, including
biology, genetics, and neuroimaging, whether these approaches are endorsed
by a particular NAS committee or not. Progress in neuroscience is globally
competitive and inexorable. The rate of progress is tied to funding availa-
bility, and we need to ensure that funding sources are unbiased, especially
when scientific questions are directed at controversial and emotional social
issues like the disparities between men and women as they choose and work
in various professions. 

In Why Aren’t There More Women in Science? editors Ceci and Williams
concluded their summary discussion of the “knotty problem” with a quote
from one chapter, “Brains, Bias, and Biology: Follow the Data.”25 It is repeated
here with optimism:

The challenge is to follow where the data lead, always cognizant
of Orwellian fears and prejudiced misuse of knowledge balanced
by the prospects of alleviating suffering from disorders and
enhancing the quality of life for everyone. Along the way, contro-
versy can only escalate as we constantly test new knowledge
against old and comfortable ideas. This is the way science works
and the way our culture evolves.26
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Notes

1. Dr. Summers, despite this controversy, now holds a senior position in the
Obama administration.

2. Halpern et al. 2007.
3. Ceci and Williams 2007.
4. Ibid., 214–17.
5. Ibid., 217–20.
6. Ibid., 220–22.
7. Ibid., 230–32.
8. Ibid., 233.
9. National Academy of Sciences et al. 2007.

10. Ibid., 2.
11. See the review of the long-running Study of Mathematically Precocious Youth in

Lubinski and Benbow 2007, and the discussion of it in chapter 9, below.
12. Ceci and Williams 2007; Halpern et al. 2007.
13. National Academy of Sciences et al. 2007, section 2-3.
14. Ceci and Williams 2007; Halpern et al. 2007.
15. Haier and Benbow 1995.
16. Haier et al. 2004.
17. Haier et al. 2005.
18. Please note this is not the same as “intelligent design”!
19. Witelson et al. 1999.
20. Jung and Haier 2007.
21. Schmithorst and Holland 2006 and 2007.
22. National Academy of Sciences 2007 et al., 2–16.
23. Ibid., 2.
24. Ibid., 2–5.
25. Haier 2007, 113–19.
26. Ibid., 233–34.

200 NOTES TO PAGES 191–199



References

Ceci, Stephen J., and Wendy M. Williams, eds. 2006. Why Aren’t More Women in Science?
Washington, D.C.: American Psychological Association.

Haier, Richard J. 2006. Brains, Bias, and Biology: Follow the Data. In Why Aren’t More
Women in Science? ed. S. J. Ceci and W. M. Williams. Washington, D.C.: American
Psychological Association.

Haier, Richard J., and Camilla P. Benbow. 1995. Sex Differences and Lateralization in
Temporal Lobe Glucose Metabolism During Mathematical Reasoning. Developmental
Neuropsychology 11 (4): 405–14. 

Haier, Richard J., Rex E. Jung, Ronald A. Yeo, Kevin Head, and Michael T. Alkire. 2004.
Structural Brain Variation and General Intelligence. NeuroImage 23 (1): 425–33.

———. 2005. The Neuroanatomy of General Intelligence: Sex Matters. NeuroImage 25
(1): 320–27.

Halpern, Diane F., Camilla P. Benbow, David G. Geary, Ruben C. Gur, Janet Shibley
Hyde, and Morton Ann Gernsbacher. 2007. The Science of Sex Differences in
Science and Mathematics. Psychological Science in the Public Interest 8 (1): 1–51.

Jung, Rex E., and Richard J. Haier. 2007. The Parieto-Frontal Integration Theory (p-fit)
of Intelligence: Converging Neuroimaging Evidence. Behavioral and Brain Sciences 30
(2): 135–54.

Lubinski, David, and Camilla P. Benbow. 2006. Sex Differences in Personal Attributes
for the Development of Scientific Expertise. In Why Aren’t More Women in Science?
ed. S. J. Ceci and W. M. Williams, 79–100. Washington, D.C.: American
Psychological Association.

National Academy of Sciences, National Academy of Engineering, and Institute of
Medicine of the National Academies. 2007. Beyond Bias and Barriers: Fulfilling the
Potential of Women in Academic Science and Engineering. Washington, D.C.: National
Academies Press.

Schmithorst, Vincent J., and Scott K. Holland. 2006. Functional MRI Evidence for
Disparate Developmental Processes Underlying Intelligence in Boys and Girls.
NeuroImage 31 (3): 1366–79.

Schmithorst, Vincent J. 2007. Sex Differences in the Development of Neuroanatomical
Functional Connectivity Underlying Intelligence Found Using Bayesian
Connectivity Analysis. NeuroImage 35 (1): 406.

Witelson, Sandra F., Debra L. Kigar, and Thomas Harvey. 1999. The Exceptional Brain
of Albert Einstein. Lancet 353 (9170): 2149–53.

REFERENCES  201



202

9

Women, Men, and the Sciences

Jerre Levy and Doreen Kimura

The 2007 National Academy of Sciences report Beyond Bias and Barriers:
Fulfilling the Potential of Women in Academic Sciences and Engineering attrib-
utes the greater percentage of men than women in the sciences entirely to
social factors, makes multiple recommendations to increase the female per-
centage, and claims that standardized cognitive measures that distinguish
the sexes do not predict success in scientific careers. Although we did not
write this chapter as a direct response to this report, our documentation of
the biological processes by which the sexes initially differentiate and then
continue to diverge behaviorally provides counterarguments to many of the
NAS claims. We review a wealth of evidence showing that the performance
of gifted children at age twelve or thirteen on standardized cognitive tests
strongly predicts the degree of success in subsequent scientific careers and
even which sciences are chosen. We show that men and women arrive at
their somewhat different roles and careers in life indirectly through signifi-
cant prenatal genetic factors. Such factors, both early and later in life, exert
physiological, primarily hormonal, influences on the brain. These influences
are not limited to reproductive behaviors, but also help determine different
ability patterns and lifestyle preferences in men and women. While social
expectations at one time undoubtedly restricted women’s choices, the 
evidence indicates that such choices are now largely a result of personal pref-
erences and abilities.

Men and women are not equally represented in all occupations and 
professions. Both social and biological factors have, in the past, kept the num-
ber of women in professions other than teaching, nursing, and secretarial
work to a small percentage. In the twentieth century, however, the lesser 

 



need for physical strength in many jobs due to mechanization, the readier
availability of contraception, and the opportunities for women that were cre-
ated by two world wars were associated with remarkably changed societal
attitudes. While this change brought a significant degree of independence 
for women, it has also given rise to misleading expectations that, in a just soci-
ety, men and women should be equally represented in all occupations and
educational programs. Such expectations would only be realistic if the sex dif-
ferences found in brain and behavior were completely uninfluenced by innate
biological factors.

The unquestionable success of women in many areas of life formerly
closed to them raises the question whether cultural factors alone are sufficient
to explain sex differences still evident on formal cognitive tests, in choice of
college majors, and in certain occupations. Although women now obtain
undergraduate degrees in higher numbers than men, acquire many more
advanced degrees than formerly, and have access to all professions, they still
choose certain advanced science and technology fields in significantly lower
numbers than do men. 

This fact has recently become the occasion for much alarm concerning
possible lingering discriminatory practices, and/or claims of an uncongenial
environment for women in these fields.1 Particularly vehement in such writ-
ings has been the rejection or belittling of biological factors that might con-
tribute to the differential representation of women and men in the technical
and physical science fields.

This chapter reviews the biological mechanisms that produce differences
between males and females, and the development, nature, and causes of sex
differences in brain, behavior, cognition, and interests. 

The Biology of Sex Determination

Although most female and male babies are consistent in their chromosomal
sex (XX for girls, XY for boys), their gonadal sex (ovaries or testes), their inter-
nal sex organs (such as uterus or vas deferens), and their external sex organs,
each of these aspects of sexuality can be dissociated from others. Figure 9-1
summarizes the various processes in sexual differentiation, which we discuss
in the following sections. 
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From Chromosomal to Gonadal Sex. Between the sixth and seventh
weeks of human embryonic life, the male-determining sry gene on the Y
chromosome of the XY fetus is briefly expressed (turned on). This normally
initiates the formation of testes from the undifferentiated gonad. It does so
by regulating expression of other genes. Mutations in sry or other down-
stream genes result in complete or partial failure of the human gonads to
develop (gonadal dysgenesis).2 This contrasts with gonadal development in
mice, in which the absence of sry in XY mice results in functional ovaries.

Also in contrast to rodents, development of the human ovaries requires
the presence of two X chromosomes. Ovaries cannot develop in the human
fetus if one sex chromosome is missing and cells only contain a single X chro-
mosome (X0, a condition called Turner Syndrome). Ovarian development
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FIGURE 9-1
MECHANISMS OF SEX DETERMINATION IN THE HUMAN FETUS

SOURCE: Authors’ diagram.
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requires the interaction of öocytes (precursors of egg cells) with surrounding
cells.3 In all XX cells except öocytes, a majority of genes on one of the two X
chromosomes are inactivated. In human XX öocytes, however, both X chro-
mosomes remain fully active,4 and gene products from both are necessary to
maintain the cells.5 Because gene products from a single X chromosome are
insufficient, öocytes are virtually absent in human X0 gonads,6 and the infant
X0 girl is born with nonfunctional streaks instead of ovaries. 

From Gonadal Sex to Genital Sex. The fetal tissues contain both male struc-
tures (Wolffian ducts) that can develop into male internal reproductive organs
(epididymis, vas deferens, seminal vesicles) and female structures (Müllerian
ducts) that can develop into female internal reproductive organs (uterus, fal-
lopian tubes, upper vagina). The prostate gland and external sex organs of males
(penis, scrotum) and the external sex organs of females (clitoris, vaginal lips,
lower two-thirds of vagina) are formed from other fetal tissues. The develop-
mental course is normally determined by whether the gonads are testes or ovaries. 

The genetic program that controls development of female internal and
external genitals is activated around the seventh gestational week in the
absence of two testicular hormones, testosterone (an androgen, or “male”
hormone) and Müllerian inhibiting hormone (MIH). Without these hor-
mones, the fetal male structures (Wolffian ducts) regress and the female
structures (Müllerian ducts) develop into uterus, fallopian tubes, and upper
vagina. Other tissues become the external female genitalia. If the gonads fail
to develop, there are no gonadal hormones in either the XY or XX fetus, and
internal and external genitalia differentiate as female.

Three hormones are involved in the development of male genitalia. First,
MIH from the testes causes regression of Müllerian structures and prevents
formation of uterus, fallopian tubes, and upper vagina. Second, testosterone
from the fetal testes induces the Wolffian ducts to form internal male organs
(which would otherwise start to regress around the seventh gestational week).
Third, a closely related androgen hormone, dihydrotestosterone (DHT),
which is derived from testosterone in cells of target tissue, induces formation
of the prostate gland and male external genitalia. 

If target tissues in the fetus are deficient in the enzyme (5-alpha-reduc-
tase2) that converts testosterone to DHT, then, depending on the degree of
deficiency, the child with normal testes is born with ambiguous or apparently
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female external genitalia. Under the action of testosterone at puberty, the
penis and scrotum enlarge and take a male form. Children who have been
raised as female then become males with a male gender identity.7

In some cases, androgen hormones are normal but have no effect on bod-
ily tissues because there are no androgen receptors, a condition known as com-
plete androgen insensitivity syndrome, or cAIS. The incidence of cAIS, which
is due to a recessive mutation of the androgen-receptor gene on the X chro-
mosome, is about 1 in 20,000 births of XY infants. The child has female exter-
nal genitalia but neither male nor female internal sexual organs because the 
tissue insensitivity to androgen results in regression of the male structures, and
MIH from the testes prevents development of the female structures. Although
the child is a chromosomal and gonadal male, she has female external geni-
talia, identifies as female, and is raised as female. Estrogen from the internal
testes, in the absence of androgen antagonism, induces breast development at
puberty. The testes are normally removed after puberty because there is a high
risk that they will become cancerous, and estrogen treatment begins. 

If the fetal adrenal glands produce excess androgen (congenital adrenal
hyperplasia, or CAH), a child with XX chromosomes and normal ovarian
development is born with external genitalia that are ambiguously female or
male to varying degrees, depending on the timing and level of fetal andro-
gen exposure. The internal genitalia (uterus, fallopian tubes, and upper
vagina, which are derived from Müllerian ducts), are normal due to absence
of MIH. Some of these children are raised as males, but the large majority
are raised as females. Surgical feminization of the genitalia has usually been
done in infancy, with possible further surgery at a later time, but there is
currently much debate about the issue and suggestions that surgery be
deferred until adolescence.8

Sex Differences in Cognitive and Behavioral Functions

Most researchers who study sex differences in behavior make the reasonable
assumption that such differences are partly shaped by our long evolutionary
prehistory as hunter-gatherers.9 During this prehistorical period men and
women were not only, as they are today, different physically and physiologically,
but apparently had quite divergent roles in society, which would encourage 
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sex-typed abilities and interests. Information about the specifics of hunter-
gatherer culture depends largely on fossilized bones and artifacts, but is also
inferred by analogy with surviving stone-age cultures.10 Based on existing
hunter-gatherer societies, it is likely that men had primary responsibility for the
manufacture of hunting weapons, and women had primary responsibility for
the preparation of food and clothing and the manufacture of cooking utensils.11

The most salient difference in the lives of prehistoric men and women
was the necessity for men to range widely in hunting or scavenging for animal
food and for women to remain close to the home base to provide care and
teaching of the young, to gather vegetable foods near the home site or fish in
a nearby stream, and to maintain cultural continuity and social cohesion
when men were absent.12 The tendency for men to roam farther from home
than women persists to the present day.13

Do search strategies also differ for men and women today? In hunter-
gatherer culture, a hunting party in search of a herd of antelope or other ani-
mals would see trampled leaves or grass, scat, footprints, broken branches, and
other signs of animal passage in proximity to the herd’s location. Therefore, if
one location were searched with no sign of the prey, there would be no point
in seeking the herd in proximate locations, and the best strategy would be to
move to distal locations (global search). The best strategy for a gatherer, how-
ever, would be to search for vegetable foods in ever-widening areas proximate
to completed searches (local search). In a recent laboratory investigation of
search strategies, men and women sought to find a hidden target picture
among sixty-two randomly located picture cards placed face down on a large
board on the floor.14 During the first fifteen card selections (turning the cards
face up), men use a global search strategy in which their typical selections are
many cards distant from the immediately prior selection (scattered over the
whole range of possibilities and many transition units apart). In contrast,
women use a local strategy in which their typical selections are in proximity to
the immediately prior selection (close together and few transition units apart).
There is almost no overlap between men and women in the mean number of
transition units from one selection to the next (see figure 9-2). 

From this scenario, we would expect men to have evolved navigational
mechanisms useful for long-distance travel, which include visualization of
spatial relations and the language for communicating these relations. Such
communication is descriptive of the physical environment and utilitarian in
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its aims. Women would have developed skills for navigating in nearby space
with familiar landmarks, memory for object locations, skills in social interac-
tions, emotional understanding, and language usage in service of social goals.
Men would have evolved greater throwing skills than women, whereas
women might be expected to have better small-amplitude motor skills.
Although we have very little direct evidence of prehistoric sex differences in
behavior and cognition, the evolutionary hunter-gatherer schema provides an
organizing framework for understanding the origins of current sex differences
and is useful in suggesting fruitful avenues for further study.

Regardless of their origins, however, differences in cognition and behav-
ior between men and women, and boys and girls, are many and varied. 
Table 9-1 provides a summary of most of these differences. This is not an
exhaustive list, either of abilities or sources. Nor does it imply that all other
published studies comparing the sexes on the tests listed will show a sex dif-
ference. On some tests, particularly where a sex difference is typically small,
there will be occasions when there is not what is called a statistically significant
difference.15 But it is important to note that, where an ability is listed in the
table as favoring one sex or the other, only rarely do investigators observe the
reverse sex difference.
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FIGURE 9-2
SEX DIFFERENCES IN TARGET-SEARCH TASK

SOURCE: Brandner 2007 (adapted from figure 5).
NOTES: In a target-search task, women search for a target card in a large array in locations proximate
to a prior choice, but men in widely separated locations.
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TABLE 9-1 
SOME HUMAN SEX DIFFERENCES IN COGNITIVE AND BEHAVIORAL FUNCTIONS

Favoring females Favoring males

Route knowledge Route knowledge
Landmark memory1,2,3 Route learning3,7,8,9

Object-location memory4,5,6 Geographical knowledge10,11,12

Perception Perception
Perceptual speed13,14,15 Line orientation17,18,19

Stereoscopic fusion16

Mathematics Mathematics
Computation20,21 Mathematical reasoning22,23,24,25

Motor skills Motor skills
Manual dexterity26,27,28 Throwing accuracy32,33

Praxis (posture and movement copy)29,30,31

Verbal skills Spatial skills 
Linguistic usage (spelling, grammar, Disembedding45,46

reading, writing)34,35 Spatial visualization47,48

Verbal item memory36,37,38,39 Spatial rotation49,50,51

Verbal fluency Mechanical reasoning52,53

Begin/end letters40,41

Making sentences42

Color naming43,44

Social skills 
Interpreting facial expressions54,55,56

Social competence and problem-solving57,58,59,60

Emotional awareness61,62 and eye contact63,64

Valuation of social goals65,66

SOURCES: 1. McGuinness and Sparks 1983; 2. Miller and Santoni 1986; 3. Galea and Kimura 1993; 4.
Silverman and Eals 1992; 5. Dabbs et al. 1998; 6. Saucier et al. 2007; 7. Holding and Holding 1989; 8. Moffat
et al. 1998; 9. Saucier et al. 2002; 10. Beatty and Troster 1987; 11. McBurney et al. 1997; 12. Beatty 2002; 13.
Smith 1967; 14. Harshman et al. 1983; 15. Kimura 1994; 16. Peterson 1993; 17. Witkin 1967; 18. Robert
and Harel 1996; 19. Collaer and Nelson 2002; 20. Engelhard 1990; 21. Marshall and Smith 1987; 22. Donlon
1984; 23. Benbow 1988; 24. Low and Over 1993; 25. Lubinski and Benbow 1992; 26. Tiffin 1948; 27. Hall
and Kimura 1995; 28. Nicholson and Kimura 1996; 29. Ingram 1975; 30. Kimura 1997; 31. Chipman and
Hampson 2006; 32. Jardine and Martin 1983; 33. Watson and Kimura 1991; 34. Feingold 1988; 35. Nowell
and Hedges 1998; 36. Harshman et al. 1983; 37. Chipman and Kimura 1998; 38. Lewin et al. 2001; 39.
Kimura and Clarke 2002; 40. Wilson and Vandenberg 1978; 41. Herlitz et al. 1999; 42. Ligon 1932; 43.
Woodworth and Wells 1911; 44. Ekstrom et al. 1976; 45. Witkin 1950; 46. Bieri et al. 1958; 47. Bennett et
al. 1961; 48. Ekstrom et al. 1976; 49. Vandenberg and Kuse 1978; 50. Masters and Sanders 1993; 51. Collins
and Kimura 1997; 52. Feingold 1988; 53. Hedges and Nowell 1995; 54. Rosenthal et al. 1979; 55. Hampson
et al. 2006; 56. Proverbio et al. 2007; 57. LaFreniere and Dumas 1996; 58. Bosack and Astington 1999; 59.
Murphy and Ross 1987; 60. Lindeman 1991; 61. Ciarrochi et al. 2005; 62. Schirmer et al. 2005; 63. Hall 1984;
64. Podrouzk and Furrow 1988; 65. Ford 1982; 66. Jobson and Watson 1984.



We emphasize also that we are presenting average differences. On all tests,
there is substantial overlap in the scores of men and women. So, regardless of
which sex has the average or mean advantage, many individuals of the other
sex will score higher than that mean. As measured by the effect size, which is
denoted by d, behavior is typically less divergent between sexes than are
physical differences, such as height. (An exception is the divergent search
strategies of men and women shown in figure 9-2.) We obtain the effect size
by subtracting the average measure (the mean) for one sex from that of the
other and dividing the difference by the average within-sex standard devia-
tion. For example, the average male height is 69.4 inches, and the average
female height is 64.1 inches. The within-sex standard deviation is 2.6 inches.
This gives d = (69.4 – 64.1) / 2.6 = 2.0 as the effect size. Effect sizes for behav-
ioral sex differences range from small (<0.30) to large (>0.70), several of
which exceed 1.0. Figure 9-3 shows the overlap between the sexes for differ-
ent effect sizes. 
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FIGURE 9-3
OVERLAP BETWEEN TWO BELL DISTRIBUTIONS OF THE

SAME VARIANCE FOR DIFFERENT EFFECT SIZES

SOURCE: Authors’ illustration.
NOTES: The greater the offset in means between two bell curves, the greater the effect size. The effect
size is denoted by d, which is the ratio of the difference in means to the within-group standard 
deviation. 
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The greater the offset in means between two bell curves, the greater the effect size.
The effect size is denoted by d, which is the ration of the difference in the means to
the width-group standard deviation.



Note that if male and female variances were equal, then for any effect size
greater than zero, the ratio of the percentages of the favored to unfavored sex
becomes progressively larger with distance above the mean (see figure 9-3).
For example, if an effect size is 0.50 in favor of women, then if the variance
of the sexes were equal, the percentage of women at 3.0 standard deviations
or more above the female mean would be 5.8 times greater than the percent-
age of men. As we shall discuss, the male variance is larger than the female
variance on cognitive functions. Although this may not be observed in small
sample sizes, it is evident among students taking the SATs (over 1.5 million
in 2007).16 Since 15 percent more girls than boys take the SATs, boys are a
more selective and restricted sample. Despite this, the variance is larger for
boys than girls on all reasoning tests of the SATs, which recently have com-
prised critical reading, mathematics, and writing, and, in years prior to the
writing test, the verbal and mathematics sections. 

Even if the means of a cognitive function are identical for the two sexes,
more males than females will typically be at the lower and upper extremes of
the distribution. In a recent report of very large international samples, the
variance of U.S. males in reading and math was, respectively, 17 percent and
19 percent greater than of U.S. females.17 When an effect size favors males,
the mean male advantage and the greater male variance operate together to
increase the ratio of males to females at the upper extremes of the distribu-
tion. For example, let us assume an effect size of 0.17 in math reasoning
favoring males and a 19 percent greater male than female variance. Then, at
3.0 male standard deviations or more above the male mean (top 0.13 percent
of males, or 1.3 out of 1,000), there would be a little over 15 times as many
men as women. At this level, women would be at or above 3.75 female stan-
dard deviations above the female mean, which means the top 0.0089 percent
of women, or 8.9 women out of 100,000. 

In reviewing the patterns of cognitive and behavioral sex differences
described below, it will be useful to refer to table 9-1 for a summary and
sources.

Route Knowledge. In learning a new route, whether in a pictorial depiction
or a real-world situation, men do so in fewer trials and with fewer errors 
than do women. Their geographical knowledge of the world is also better.
Despite that, women’s recall of the presence of landmarks (structures such as
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buildings or bridges or other salient features) along the route is better 
than men’s. Women apparently tend more often to use such landmarks to 
find their way, and also to give directions. Thus, in formal testing of people,
the sexes show the preferred modes of route learning found in rodents 
and monkeys, with men preferring geometric modes and women preferring
landmark use. 

Possibly related to landmark recall is the finding that if a group of objects
or pictures of objects is displayed in an array on a large piece of paper, women
on average have better immediate recall of the relative location of particular
objects in the array, an attribute called object-location memory. In contrast,
women are not advantaged in their recall of location per se,18 but only with
reference to specific objects. They seem to be especially sensitive to the
arrangement of objects. These findings are generally inferred to relate to the
assumed evolutionary role of women in gathering food. 

In a recent variation on this task, object-location memory was tested in
the usual way, within personal or arm’s length distance, as well as in more dis-
tant space, by projection onto a screen. There was a female advantage for
object locations in personal space, but a male advantage for object locations
in extrapersonal space.19 This finding would seem to raise questions about
the relevance of the standard test of object-location memory to the gathering
hypothesis. The distant task was still within three meters, which would cer-
tainly be considered within “gathering” distance. Other reservations about the
generality of the findings from tests of object-location memory are outlined in
a meta-analysis.20 Size or appearance of sex differences can be affected by the
nature of the material or the method of scoring. 

Perceptual Skills. Women are somewhat faster than men at a variety of per-
ceptual speed tasks, such as finding the match for a target figure, finding words
that contain a particular letter, or comparing two arrays of letters, numbers,
or figures to decide whether they are identical or not. Tests of perceptual
speed are essentially matching tasks in which the individual finds a stimulus
identical to another. Being able to judge the presence or altered arrangement
of stimuli in this fashion should enhance the capacity to detect a change in
one’s environment. 

Men perform better at tasks requiring them to identify or match the slope
of a line, or to set a line to the vertical or horizontal. Presumably, this could be
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applied to deciding whether a feature is level or an object is hanging straight.
Obviously, there is a spatial element here that is not required in other match-
ing tasks.

Social Abilities and Interests. Across a broad spectrum of nations and 
cultures, women are superior to men in interpreting emotional facial 
expressions.21 Females also surpass males in social competence,22 social
problem-solving,23 perception and discrimination of social information,24

and emotional awareness.25 Preschool girls26 as well as adult women27 main-
tain more eye contact than boys or men. The female brain responds more
strongly than the male brain to emotional tones of voice.28 Girls value social
goals more than do boys.29 Shown pairs of pictures, one of a person and the
other of an object, adolescent girls spend more time looking at people than
objects, and vice versa for adolescent boys.30

Mathematical Abilities. Males and females differ on at least two aspects of
mathematical ability—calculation and mathematical reasoning. On calcula-
tion, where one is performing operations such as addition and multiplication,
girls have a small advantage over boys. International testing in elementary and
high schools finds this to be so across countries.31

However, when the task requires problem-solving using mathematical
reasoning, males get better scores. This does not appear to be a reflection of
better general reasoning ability, since strictly verbal reasoning tasks have not
shown a reliable male advantage.32 Nonetheless, most mathematical reason-
ing tasks on which boys excel are presented in a verbal format. It has been
suggested that males are better able to transform the relevant information into
a form for mathematical solution.33

The male advantage on math reasoning holds true even though school
grades in math subjects may not differ between the sexes, or may even be
higher for females (girls’ grades tend to be higher in most subjects). To under-
stand this we need to distinguish between aptitude and achievement. Grades
are a measure of what has been learned in the classroom, hence achieved.
Teachers aim to teach every student all the material presented, and if they are
sufficiently brilliant in pedagogy, they may succeed. It is certainly never the
aim to make the material so difficult that only a rare student masters it all.
Aptitude tests attempt to measure abilities beyond what has been taught and
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are designed to test the limits. They therefore discriminate among students of
different abilities better than do tests of school achievement. The distinction
is seen when the same groups of boys and girls are given both kinds of tests:
Girls score worse than boys only on the aptitude test.34 A similar discrepancy
between classroom achievement and aptitude tests appears also at the 
college level.35 This discrepancy has sometimes been expressed as indicating
that standardized aptitude tests underpredict performance of women.36

The male superiority in mathematical reasoning is reliable, but the effect
size is quite small when assessed from unbiased samples (table 9-2). Although
scores on the math section of the SATs have often been used to compare males
and females in math aptitude,37 the SATs are based on a self-selected sample
in which, as was mentioned above, about 15 percent more females than males
take the test. The self-selection bias overestimates the sex difference in math
aptitude.38 The bias is evident in table 9-2 when effect sizes on the SAT-Math
are compared with the math section of the Preliminary Scholastic
Achievement Test (PSAT-Math) from the same year. The scores on the PSAT
are from high schools that required all students to take the test and are there-
fore unbiased. With SAT-Math omitted due to bias, the average effect size
(weighted by sample size) from the years 1972–2007 is 0.17.

However, people with average mathematical ability do not become math-
ematicians or physical scientists, and it is at the top level of mathematical 
talent where males greatly outnumber females. This partly reflects the fact
that even a small difference in the means of two groups has major effects at
the extremes of the distribution (see figure 9-3) and partly the greater male
variability,39 which makes the disparity at the extremes much greater.

In the Study of Mathematically Precocious Youth, children selected in
Project Talent (the top 3 percent of their peers) took the SATs at age twelve or
thirteen, when they were in the seventh or eighth grade. Among those who
scored 700 or above40 on the math SAT (1 in 10,000 at this young age), there
were eleven times as many boys as girls.41 An even greater disparity is seen at
the high school level in the International Mathematics Olympiads (IMO).
Between 1964 and 2008, thirty-one participants won three or more gold
medals. Only one is a girl, but she achieved perfect scores in more than 
one year, a feat accomplished by only four of the thirty boys.42 In a very
advanced mathematics competition for college undergraduates in North
America, the Putnam competition,43 a much higher percentage of males than
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TABLE 9-2 
EFFECT SIZES FOR MATHEMATICAL REASONING IN

UNBIASED SAMPLES AND ON SAT-MATH

Study and Sample Effect 
databases examined size Test size

Nowell and Hedges 19981

1960 Project Talent (PT) 2,807 Arithmetic reasoning 0.31

1965 Equality of Educational 48,000 Understanding and applying 0.31
Opportunity (EEO) mathematical concepts

1972 National Longitudinal 8,430 Are two quantities equal 0.24
Study of the High School or is one greater or 
Class of 1972 (NLS) impossible to tell?

1980 High School and 12,534 Are two quantities equal or is 0.22
Beyond (HSB) one greater or impossible to tell?

1982 High School and 11,623 Are two quantities equal or is 0.09
Beyond (HSB) one greater or impossible to tell?

Feingold 1988 

1974 High school juniors 17,658 PSAT-Math 0.17
(national standardization sample)

1974 High school juniors 340,000 SAT-Math 0.42
(self-selected)2

1983 High school juniors 25,316 PSAT-Math 0.12
(national standardization sample)

1983 High school juniors 340,000 SAT-Math 0.42
(self-selected)2

College Boards 2007

2007 PSAT (10th grade)—D.C., 145,791 PSAT-Math 0.18
Georgia, Maine, Nevada 
(100% student participation)

2007 SAT (10th grade)—D.C., 85,860 SAT-Math 0.28
Georgia, Maine, Nevada 
(self-selected)2

2007 All students who took 1,494,531 SAT-Math 0.30
the SATs (self-selected)2

NOTES: 1. The 1980 National Longitudinal Study of Youth (NLSY), the 1992 National Education Longitudinal
Study of the Eighth Grade Class of 1988 (NELS), and the multiyear National Assessment of Educational
Progress (NAEP) are omitted because they do not test math aptitude. 2. The SATs are based on a self-
selected sample in which a more select group of males than females takes the test. The self-selection bias 
overestimates the sex difference in math aptitude (Lewis and Willingham 1995). Studies in italics suffer from
self-selection bias.



females are among the top prize winners. In the years 2003–7, twenty-seven
top prizes of $2,500 were awarded to nineteen different students (several of
whom won in multiple years). All are male except one, who was a top win-
ner in both her freshman (2003) and sophomore (2004) years. During her
high school years, she also won two gold medals in the IMO. Three of the
eighteen male Putnam winners were among the thirty high school students
who had won three or more gold medals in the IMO since 1964. Finally, the
Fields Medal, which is the Nobel Prize of mathematics, has been awarded to
forty-eight people since it was first given in 1936, none of whom has been a
woman. This obviously does not imply that no woman can do the caliber of
work worthy of a Fields Medal. Emmy Noether (1882–1935), whose contri-
butions permeate all fields of algebra, would probably have been a recipient
had the medal been awarded during her lifetime. But women of such extreme
mathematical ability are a very small minority among people gifted with
mathematical genius.

Motor Skills. Unquestionably, men are, on average, physically stronger than
women. This probably contributes to the fact that they are faster on some
repetitive motor tasks, and it may help explain their superiority in some
sports. Men are also more accurate in throwing a missile at a target and in
catching an object, strength being a less critical factor in the latter. Catching
requires prediction of and appropriate motor response toward a moving tar-
get, which perhaps relates to a male advantage in predicting the motion of
dynamic spatial displays on a video screen, especially for velocity judg-
ments.44 Men’s advantage in predicting the time at which two objects will
make contact is also more marked for far than for near space.45 This is in
agreement with sex differences in favored space on other tasks. The sex 
difference in throwing and catching accuracy is as large as that on the most
differentiated paper-and-pencil cognitive tasks and is apparently not simply
accounted for by sports experience.46 It may be related to the distinctive 
visual and spatial nature of motion directed at a point in external space. 

In contrast to the male superiority on motor skills related to extrapersonal
space, women tend to be superior on motor tasks within personal, or arm’s
length, space. Their better dexterity in, for example, handling and placing
small parts has been repeatedly demonstrated. Even when dexterity is not a
critical component, however, as in copying or learning a series of hand and
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arm movements, women perform better than men. The fact that women are
more accurate at making multiple serial movements within personal space
would be conducive to performance of many tasks that are demanding of
motor programming but not necessarily of spatial analysis. These would
include laboratory skills in the biomedical sciences, as well as certain tradi-
tional female activities (for example, knitting or sewing). Women rely less on
vision in doing manual sequencing tasks than men do.47

Verbal Abilities. The general belief that women surpass men on all or most
verbal skills is not a valid one. On the verbal parts of adult intelligence 
tests, there is either no significant difference between the sexes, or men may
score slightly higher.48 Even on vocabulary, where we might expect women
to excel because they read more than men,49 a difference does not appear.
Nevertheless, females do excel in several verbal skills. They are typically 
better at spelling, formal grammar, and reading, well into the late high
school years. Females are also reported to be better at writing in the twelfth
grade and on the recently introduced SAT-Writing component, which is 
also taken at the end of high school. In part, the multiple-choice section of
the writing test assesses grammatical understanding and usage, although 
not spelling.50

Women are also better at a skill called verbal fluency. This doesn’t mean
that females speak more fluently. It refers, rather, to the speed with which they
can generate words. On one commonly used test, people say as many words
as possible within a time limit that begin with a particular letter. Women typ-
ically produce more words than men. Women also surpass men in the rate of
generating color names of circular patches on a sheet. 

The verbal task that so far has yielded the largest female advantage, how-
ever, is verbal memory. The advantage holds true for recalling both lists of
unconnected words and meaningful material, such as paragraphs. It applies
to both abstract and concrete words, and it extends also to recall of objects
that are easily named. A good verbal memory is essential for lawyers and
editors, and probably for many administrative jobs. Women might be 
more likely to remember conversations accurately, and, to men’s chagrin,
anecdotal evidence favors that view. 

Good verbal memory might also be expected to enhance landmark recall
in route learning, though we have as yet no explicit evidence to that effect. It
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should enhance the ability to itemize objects in the immediate environment,
that is, to make implicit lists.51 Coupled with better perceptual matching abil-
ity and better object-location memory, it could enable women to maintain a
more precise inventory of things in their environment and to remember
where the objects are. 

Spatial Abilities. It is widely accepted that males outperform females on a
variety of tasks that require spatial ability of some kind. We have already men-
tioned route learning and geographical knowledge, as well as ability to iden-
tify line orientation. Some less commonly performed tasks also show a male
advantage. 

The kind of task that gives the largest male advantage requires what is
called mental rotation. To solve the problem, one must correct for the orienta-
tion of an object or imagine how it would look if rotated in one plane.
Commonly used figures depicting three-dimensional objects that are used to
test for this ability are shown in the upper portion of figure 9-4.52 They are
composed of several segments and are shown as rotated around a central 
axis. Mental rotation tests of this kind yield the largest sex difference of any
paper-and-pencil test. This finding has given rise to the belief that a three-
dimensional element is necessary to demonstrate a large sex difference.53 It is
more likely, however, that the difficulty of the task is the critical factor, since
a very difficult two-dimensional rotation test (bottom portion, figure 9-4) has
shown an equivalently large sex difference.54

For both men and women, the ability to perform mental rotation is 
significantly related to ability to navigate a route,55 but especially when
using geometric cues.56 One might speculate that in navigating long dis-
tances, an ability to recognize a particular scene from different angles would
contribute to orienting one’s self, and thus finding one’s way. Males also
have an advantage on spatial tests that require mental folding, assembling,
or other forms of spatial visualization. These tests involve imagining what
happens when a figure or figures are manipulated in some way, such as by
folding, or by assembling several figures into one. As previously noted,
there is a reliable male advantage in adjusting a line to the absolute vertical
or horizontal within a tilted frame, which is called field independence.57 Male
advantages in spatial visualization and field independence are consistent,
though generally smaller than those on the most difficult mental rotation
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tasks. Another sex-sensitive test, requiring the identification of one figure
hidden within a complex figure (a skill called disembedding), also shows a
smaller sex difference. 

All these abilities are related to the large male superiority in mechanical
reasoning. Accurate responses to test items like those shown in figure 9-5 may
require spatial visualization or rotation, intuitive geometry or physics, or an
understanding of the principles of simple machines (such as levers or 

WOMEN, MEN, AND THE SCIENCES  219

FIGURE 9-4
DIFFICULT 3D AND 2D MENTAL ROTATION TASKS

SOURCES: Top panel adapted from Vandeberg and Kuse 1978; bottom panel adapted from Collins and
Kimura 1997. 
NOTES: The answer to the top and bottom items is C in both cases. 

Three-dimensional rotation

Standard Comparison shapes

What shape is the same as the standard except for orientation?

A B C

A B C D

Two-dimensional rotation

This is a clock
that says 12:00

What will the clock look like at 7:00?



pulleys). One would expect these kinds of abilities to be important for vari-
ous constructional, mechanical, and engineering skills. 

How large are the differences just described? The convention is to call an
effect size of roughly 0.7 to 1.0 or greater “large.” An effect size of less than
0.3 is considered small, and the rest are intermediate. The effect sizes on dif-
ficult mental rotation tasks and mechanical reasoning (figures 9-4 and 9-5)
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FIGURE 9-5
TYPICAL ITEMS FROM MECHANICAL REASONING TASKS

SOURCE: The authors created these three items based on similar ones in many tests of mechanical 
reasoning. 
NOTES: The answers to the top and middle items are 2 and B, respectively. The answers to the 
bottom item are counterclockwise and faster.

Gear A rotates in the
direction shown. How
does Gear E rotate?

1. Clockwise
2. Counterwise

Which lever requires less effort to lift the load?

A B

Drive wheel

Does X rotate clockwise or counterclockwise?
Does X rotate faster, slower, or the same as the drive wheel?

X

L
L

A

E



vary around 1.0 or greater. Although the effect size on disembedding is much
smaller (often under 0.3), the effect size in representing a horizontal water
line in a tilted frame58 is considerably larger (around 0.55). 

Cross-Generational and Cross-Cultural Comparisons

It is sometimes stated that if biological factors influence cognitive abilities,
they must be “immutable.”59 We know of no biological scientist who 
makes such a claim for behavior. The dynamic nature of biology makes
interaction of biogenic and environmental influences unavoidable. Indeed, 
it has been suggested that cultural factors favor certain traits over others 
and thereby select genes underlying the more favored traits. This would
increase the frequencies of favored traits and associated genes in the next
generation, which could influence cultural evolution and, in turn, subse-
quent biological evolution. 

All cognitive sex differences partly reflect social and educational factors
and would be expected to decline in magnitude over time as these factors
become more equalized between sexes. However, to the extent that these dif-
ferences are also influenced by biology, they would not entirely disappear
even if expectations and sex roles were identical. Similarly, while we would
expect to find variations across cultures in the magnitude of sex differences
depending on the differences or similarities in sex roles and opportunities,
biological influences predict the same direction of sex differences across 
cultures. This would not in itself prove biological causation, but a failure to
find any cross-cultural consistency would be strong evidence against biolog-
ical influences. 

Across Generations. The question has arisen whether sex differences in
cognition have diminished over the past few decades during which men’s
and women’s educational and work experiences have become more alike. In
a 1988 study that addresses this question, Feingold analyzed scores for very
large samples of American high school students on the Differential Aptitude
Test (DAT).60 He assessed changes in the size of the sex differences across
four periods during 1947–80 for grades 8–12. Although the effect sizes on
spelling, language (grammar), and clerical skill, which favor girls, and on
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mechanical reasoning and spatial relations, which favor boys, declined with
time, none approached zero. Because girls’ and boys’ scores are not given
separately, it is difficult to pinpoint the precise source of the apparent
diminution in sex differences. The text suggests that boys gained more than
girls on the female-favoring tests, while girls gained more than boys on the
male-favoring tests. 

There were no reliable sex differences on the numerical ability test, which
emphasizes school achievement, but on other non-DAT math tests (PSAT and
SAT), which emphasize math aptitude, there was, during the same time peri-
od, the usual male advantage. As discussed, the effect size on SAT-Math is an
overestimate of the sex difference (see table 9-2) due to selection bias, in
which males are a more highly selected sample than females. To the extent
that the same selection bias operates over time, which seems to be the case
from the data in table 9-2, this would reduce a possible decline with time in
the effect size of mathematical aptitude. Feingold reported that “on PSAT-
Mathematical, the gender difference among juniors (the only students tested
four times) decreased from .34 in 1960 to .12 in 1983, a 65% decline.”61

Nowell and Hedges also reported a decline over time in the effect size for
mathematics, as well as for science knowledge.62

Criticisms of Feingold’s study of DAT scores, acknowledged and dis-
cussed by him,63 include suggestions that since different individuals were
tested in the four time periods, some of the apparent reduction in the sex 
difference may have been due to the differing cohorts being tested. For exam-
ple, if the number or composition of males and females was, for various 
reasons, different from one cohort to the next, this might have affected scores.
Nowell and Hedges found no decline over years on most cognitive measures
(exceptions were mathematical aptitude and science knowledge) and sug-
gested that Feingold’s sample of students may not have been as representative
as theirs.64 Other suggestions that test items favoring one sex or the other
were dropped in later years might also be valid. 

The effect sizes still remained above 0.40 on language tests (favoring
females) and at 0.76 on mechanical reasoning (favoring males) in 1980, the
latest year Feingold reported. Feingold suggested that biological influences
might be greater for some abilities than others, and might therefore continue
to show substantial sex differences, despite the more equal access of males
and females to relevant experiences.65
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The much-used spatial test of mental rotation66 described earlier has
shown a large male advantage that did not systematically change among col-
lege students between 1975 and 1992.67 More recent studies have shown
similarly large effect sizes, hovering around 1.0.68 On this type of test, there-
fore, as of 2006, there had been no decline in the sex difference within more
than thirty years.

The view that life experience is the major cause of sex differences in 
ability has been inferred by some authors from a relation between past life
activities and current abilities, specifically for mathematical and spatial abili-
ty, and particularly for the latter.69 In one study, the investigators report that
experiences in spatially oriented activities are weakly related to scores on a
spatial test that requires choosing which of four depicted boxes can be made
by folding a two-dimensional figure. A more recent study compared college
sailors, crew members, and the general student body on a classical test of
mental rotation and found that sailors have higher scores than others. In an
East African study, researchers made naturalistic observations of the distances
from home traveled by girls and boys and compared these to the ability to
copy block patterns and geometric figures. Boys travel greater distances and
score higher on the block patterns and figures.70

Such findings in themselves do not constitute evidence that past activities
determine present abilities. People who are spatially clever most probably
engage in spatially demanding activities all their lives, simply because they
can. The ability may determine the experience, rather than the reverse. Boys
and girls have different hormonal makeups even before birth, and we will
later discuss probable hormonal contributions to various cognitive skills and
behaviors that are sexually dimorphic.

A similar correlational fallacy is that young girls and boys behave differ-
ently because their parents treat them differently. An equally plausible expla-
nation is that parents treat boys and girls differently because the developing
infants behave differently. If we know only that two facts are associated (boys
and girls behave differently; parents treat boys and girls differently), we must
be cautious about inferring a causal connection.

If experience influences sex differences in spatial cognition, then specific
training in spatial tasks might reduce those differences. A review of pertinent
studies confirmed a male advantage in spatial cognition and showed that 
both females and males improve with practice.71 Contrary to the authors’
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expectations, however, the improvement with practice is no greater for
females than males, and the male advantage does not decline. Another study
found that the sex difference on a mental rotation task remains unchanged
even after long-term, intensive practice.72 To the extent that the abilities
measured by such tests are relevant to fields such as engineering, architecture,
geometric reasoning, and general spatial problem-solving, it is unlikely that
training alone can equalize the numbers of men and women in spatially
demanding occupations and professions.

Across Cultures. Another way of addressing the significance of life experi-
ence for the emergence of cognitive sex differences is to compare cultures 
that vary in sex roles. One study found that students from both Japanese 
and American private prep schools manifest typical sex differences on word
fluency, verbal memory, perceptual speed, and mental rotation.73 A South
African study using a large sample found a similar pattern in blacks and
whites, but for East Indians only tests favoring males showed a significant 
difference.74 These sex differences appear despite some differences among
ethnic groups in overall scores.

Tests that favor males have been more extensively studied cross-culturally
than those that favor females. In investigations of people in China and
America, males perform better than females on two map-reading tests but not
on a third that uses street names.75 Rotation and other spatial tests yield 
sex differences in some African and East Indian groups.76 In a water-level task
of horizontality, Indian boys are better than girls, but only at older ages.77

Equivalently large male advantages for mental rotation tests have been found
across Canadian and Japanese,78 American and Chinese,79 and Canadian,
German, and Japanese groups.80 These sex differences again appear despite
some differences across ethnic groups in total score.

A reported failure to find a sex difference in either Ecuadorean or
Pakistani schoolchildren on presumptively spatial tests was imputed to the
traditional role of women in these cultures in weaving and constructional
work.81 However, the tasks employed by the researchers have never been
demonstrated to favor males in any nation, and it is quite possible that North
American boys and girls would also perform equally.

Somewhat more convincing is the claim that typical sex differences on
spatial tasks do not appear in the Inuit (Eskimo). Though very little detail
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is given, two studies report that on the Witkin82 disembedding task, no 
sex difference is seen in the Inuit sample; yet in one of the studies, a 
sex difference appeared in both a Scottish and an African group.83 Both
studies attributed the absence of male superiority to the lack of male social
dominance in the Inuit as compared to other ethnic groups, although there
is no evidence that social dominance is related to spatial cognition. A more
probable explanation is that survival in the nearly featureless landscape of
the Inuit demands good visual perceptual skills in women as much as 
in men. We know of no studies on the Inuit comparing sexes on difficult
mental rotation tasks, nor on targeting, which yield the largest male advan-
tages. Disembedding tasks yield a less robust male advantage than other
spatial tasks and may be too insensitive to reveal a reliable sex difference 
in the Inuit. Although Canadian Caucasian samples on one version of a 
disembedding task84 showed a slight male advantage, it was not statis-
tically reliable.85

On mathematical tasks, both the male advantage for math reasoning and
the female advantage for computation have been found in American blacks,
whites, Hispanics, and Asians,86 and in students from the United States and
Thailand.87 The male advantage on math reasoning has been reported for
school samples in the United States, China, and Japan,88 and in American
Asian and Caucasian samples.89 The male advantage for SAT-Math 2007
appears in all ethnic groups, but the effect size varies from a low of 0.14 to
0.35. In all ethnic groups, more females than males take the SATs, and, as
mentioned previously, such selection bias overestimates the male advantage
in the population.

In summary of this section, it appears that the magnitude of sex differ-
ences in mathematical aptitude and science knowledge has declined over the
past three or so decades, but a reliable male advantage remains. There is no
trend over time and no effect of training on the male advantage in mental
rotation. Whether sex differences in other cognitive abilities are shrinking
over time is unclear from current studies, because some report a decline and
others find no change. Although sex differences that favor males or females
vary in magnitude across cultures and ethnic groups, the direction of these
differences is generally the same. Such observations are consistent with the
view that cognitive or behavioral sex differences reflect both sociocultural and
biological influences. 
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Behavioral Sex Differences in Infants

Most of the cognitive characteristics that differ in men and women cannot be
assessed in infants because the cognitive processes are not developed and will
not develop for some years. However, even newborns can be evaluated for
social interests. If the female advantage in social cognition and the greater
female than male interest in the social world are due partly to biological 
factors, then sex differences in social behavior might emerge in infancy.

Infant girls prefer faces over other visual objects. Given a choice between
a mobile and a face, newborn girls, but not boys, more frequently look at the
face and spend more time looking at the face.90 The face stimulus in this
study was one of the female researchers, who maintained a neutral expression
during a trial. It is possible that unconscious experimenter bias may have
resulted in a friendlier face being presented to girls than boys. However, other
studies of infants observe the same female preference for faces over nonfaces.
Female infants two to six months of age spend more time visually tracking a
face-like stimulus than do boys and less time tracking either of two nonface
stimuli.91 Boys track all stimuli equally often. At twelve months of age, girls
spend more time looking at silent video clips of two people talking or the
head and shoulders of a male reading aloud than at cars racing at high speed
or one car with its windshield wipers moving. Tests with boys yield the oppo-
site results.92 The greater attention given to faces by infant girls is consistent
with an adult female advantage in understanding emotional and commu-
nicative facial expressions. Similarly, the greater attention given to objects by
boys than by girls is consistent with an adult male advantage in understand-
ing mechanical or spatial relations.

Girls at twelve months of age are superior to boys in engaging in social
interactions. In particular, they are more skilled in using nonverbal behaviors
to elicit another’s attention to a toy, in eliciting aid to obtain a toy, and in
engaging in playful turn-taking interactions with others.93 Infant girls also
manifest a greater interest in and responsiveness to social interactions than do
boys. In a free-play situation between mothers and infants at ages six, nine,
and twelve months, mothers initiate social interactions with male and female
babies equally often and respond equally often to male and female infants’ ini-
tiations. However, girls initiate more interactions than do boys and respond
more frequently to their mothers’ vocal initiations.94 If the sex differences
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were entirely due to socialization, they should increase with the age of the
baby. They are, however, just as large at six as at twelve months. 

The greater social orientation of girls than boys is also manifested in their
greater eye contact. In newborns95 and twelve-month-olds,96 females make
more eye contact than males, just as in preschoolers and adults. Lutchmaya
and her colleagues report that the relation between amount of eye contact at
twelve months of age and level of fetal testosterone (assessed from amniotic
fluid taken at amniocentesis) is curvilinear.97 Eye contact is greatest at the
lowest levels of testosterone (in females) and at the highest levels (at the high
end of males) and least at intermediate levels (at the low end of males). A very
similar curvilinear relation is seen in adults between circulating testosterone
levels and behavior: Male behavior departs most from female behavior when
testosterone is at the low end of the male range.98

The infant studies suggest an inherently stronger social orientation in girls
than boys, who display as much or more interest in objects or the physical
world as in people. It is not unreasonable to suggest that throughout devel-
opment, girls on average would select environmental experiences that nour-
ish their social interests and skills, whereas boys, on average, to a greater
extent than girls, would select those that nourish their interests in the physi-
cal world and their skills in spatial and mechanical understanding. Such
transactions between biological tendencies and experiences that enhance
their development would result in progressive cognitive differentiation of the
two sexes.

Biological Influences in Early Life on Behavioral Sex Differences

The brain has a sexual identity at birth, which is dramatically highlighted in
the case of an infant, Bruce Reimer, who was born a boy, lost his penis at the
age of eight months from horribly botched surgery, and was reared as a girl at
the recommendation of John Money, a presumed expert at Johns Hopkins
University. Money assured the parents that infants are psychosexually neutral
and the child would be a normally adapted little girl. The infant Bruce became
Brenda. The testes were removed, and surgery feminized the genitalia. But
Bruce/Brenda never accepted a female identity, rejected female clothes, toys,
and activities, and at age fourteen adopted a male identity and chose the name
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David. When David was fifteen, his parents finally told him the truth of his
history. He said, “‘Suddenly it all made sense why I felt the way I did. I was-
n’t some sort of weirdo. I wasn’t crazy.’”99

Although David Reimer subsequently underwent reconstructive surgery
to create male genitalia and married, the tragedy of his childhood was never
resolved. He killed himself at the age of thirty-eight. According to his biogra-
pher, John Colapinto, “The real mystery was how he managed to stay alive for
38 years, given the physical and mental torments he suffered in childhood
and that haunted him the rest of his life. I’d argue that a less courageous 
person than David would have put an end to things long ago.”100 A denial of
inherent differences in the brains and behaviors of males and females gave
Bruce/Brenda/David Reimer a tortured childhood, adolescence, and adult-
hood, and finally cost him his life at a young age. 

Early Hormonal Influences. Male and female mammals and birds typically
differ not only in mating and parental behaviors, but also in interests, activities,
and skills or abilities that have no direct relation to reproductive behaviors.
Certain of these differences are remarkably similar in human and nonhuman
primates, which suggests commonalities of underlying mechanisms. Boys101

and juvenile male monkeys102 engage in more rough-and-tumble play than
girls and juvenile female monkeys. Girls103 and female monkeys104 display
more interest in infants than do boys and male monkeys. Toys that are more
attractive to girls than boys (dolls, pots) are also more attractive to female than
male monkeys, whereas toys that are more attractive to boys than girls (balls,
toy vehicles) are also more attractive to male than female monkeys.105

Studies of nonhuman animals, including primates, establish the central
role of gonadal hormones during fetal or infant life in producing sex 
differences in the brain and behavior. Androgen treatment of females in the
prenatal or early postnatal period increases male-typical and decreases
female-typical behaviors, whereas castration of males at birth or treatment
with anti-androgens has the reverse effects.106

The primate neocortex, the highest region of the brain, is very poorly
developed at birth and undergoes rapid maturational changes in the first six
months of life in monkeys, apes, and people. Androgen speeds the maturation
of some neocortical regions and slows the maturation of others. On a task that
depends on a neocortical region that matures earlier in males (the orbital
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frontal cortex, just behind the eyes), infant male rhesus monkeys perform bet-
ter than infant females, a sex difference that disappears when the region has
matured in females. However, infant females treated with androgen perform as
well as infant males and significantly better than untreated infant females.107

On a task that depends on a brain region that matures earlier in females than
males (the inferior temporal cortex, next to the ears), infant female rhesus
monkeys perform better than infant males, a sex difference that disappears by
six months of age when the male region has matured. Male infants castrated at
birth perform as well as female infants, whereas infant females treated with
DHT perform as poorly as infant males.108 Due to effects of androgen on the
infant brain, the developmental pattern of the neocortex differs for male and
female infants.

Vocalizations appear earlier in female than male infant monkeys109 and
differ between the sexes in their characteristics.110 Male infants use more
high-energy screams and female infants use more low-energy coos when sep-
arated from or rejected by their mothers. Mothers respond more to male than
female distress calls, quite possibly because high-energy screams draw greater
attention than low-energy coos. When females are treated prenatally with
androgen, their infant vocalizations become completely masculinized. When
males are treated prenatally with an anti-androgen, their infant vocalizations
are partially feminized.

These studies of infant monkeys demonstrate that androgen hormones
act in the prenatal or infant periods to speed or retard development of the
cerebral cortex, depending on the brain region, and to masculinize commu-
nicative vocalizations. Differences between the sexes in which regions of the
cortex mature earlier are likely to influence which aspects of the world are
perceived and which elicit attention, interest, and play behavior. The result-
ing differences in experiences would affect subsequent brain development. 

Evidence that androgen in early development has similar effects on
human behavior comes from several sources (see tables 9-3 and 9-4, below).
The case of David Reimer shows that a chromosomal male whose fetal brain
is organized by androgen from the testes retains a male identity, interests, and
activities even when reared as a girl with female external genitalia and no
knowledge of his male history.111

Male interests and play activities also characterize children with XY chro-
mosomes and normal fetal testosterone who were born without a penis. Reiner
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and Gearhart describe sixteen children with this very rare condition. Two are
being reared as boys and have a strong male identity and male-typical behav-
iors. The other fourteen were surgically feminized in infancy and are being
reared as girls. Despite sex of rearing, six of the fourteen have spontaneously
adopted a male sexual identity. Two others declared a male identity when they
were initially examined, but at the latest examination, their sexual identity 
was unclear. Another child refused to discuss his/her sexual identity. The
remaining five children have a female identity, but one expresses a wish to be
a boy. Regardless of sexual identity, all the children have male-typical toy pref-
erences and play behaviors.112 Thus, we may conclude, prenatal exposure to
male levels of androgen overrides the effects of female genitalia and rearing in
governing activities and interests. Although male sexual identity or confusion
over sexual identity characterizes a small majority of these children, some
accept a female identity, congruent with rearing. This demonstrates, as
Berenbaum and Sandberg have noted, the complexity of factors that determine
sexual identity, which is separate from interests and activities.113

In contrast to the masculinizing effects of prenatal androgen on behavior,
a lack of prenatal androgen or tissue insensitivity to its normal effects results
in feminine behavior in chromosomal males. Chromosomal males with
androgen insensitivity are born with female external genitalia, have a female
gender identity, and display feminine interests and activities that are just as
pronounced as in typical girls and women with XX chromosomes.114

The level of prenatal androgen exposure also affects the brains and 
behavior of chromosomal females with normal ovarian development. First,
although even the highest level of maternal androgen during pregnancy is
very much less than produced by the testes of fetal males, it influences brain
organization of female fetuses and the subsequent behavior of girls and
women. The higher the level of maternal androgen to which females are
exposed in fetal life, the less feminine and the more masculine are their sex-
typed behavioral characteristics.115 Second, excessive prenatal androgen
exposure occurs in congenital adrenal hyperplasia, in which the fetal adrenal
glands secrete high levels of androgen and fail to synthesize cortisol and other
critical hormones. Because the condition can be fatal, medical treatment for
CAH is typically initiated at birth, which replaces cortisol with drugs such as
hydrocortisone and reduces androgen in girls to normal or below-normal
female levels. However, the exposure of the fetal brain in CAH females to 
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levels of androgen much greater than in their healthy sisters or other female
relatives results in greater masculine and less feminine sex-typed interests (for
example, greater interest in electronics and less in fashion), vocational goals
(engineer versus X-ray technician), toy choices (trucks versus dolls), person-
ality characteristics (more aggressive, less empathetic, less interest in infants),
play activities (more rough-and-tumble play), and characteristics of preschool
drawings (more vehicles, fewer flowers, less pink, more arrangements in piles
than rows).116

Table 9-3 summarizes studies of the effects of prenatal hormonal expo-
sure on activities, interests, personality and vocational goals.117
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TABLE 9-3
EFFECTS OF ANDROGEN IN EARLY HUMAN DEVELOPMENT ON INTERESTS,

PERSONALITY TRAITS, AND ACTIVITIES

Prenatal environment Genitalia and rearing Behavior

Normal male androgens, Female external genitalia. Masculine interests 
XY chromosomes Reared as female. and activities.1,2

(David Reimer).

Normal male androgens, Genital feminization Masculine toy 
XY chromosomes in infancy. Reared as preferences, play 
(testes but no penis). female. behaviors, playmates.3

Complete androgen Female external genitalia. Feminine interests and
insensitivity syndrome Reared as female. activities as prevalent as
(cAIS), XY chromosomes. in other girls and 

women.4,5,6,7 

Variations in fetal exposure Female genitalia. Sex-typed behaviors more 
to maternal androgen, Reared as female feminine or masculine 
XX chromosomes. with low or high exposure, 

respectively.8,9,10

Congenital adrenal Ambiguous genitalia at Reduced feminine and
hyperplasia (CAH; excess birth, surgically corrected to increased masculine 
prenatal androgen), XX female. Reared as female. sex-typed behaviors.11,12,

chromosomes. 13,14,15,16,17,18,19

SOURCES: 1. Diamond and Sigmundsen 1997; 2. Colapinto 2006; 3. Reiner and Gearhart 2004; 
4. Hines et al. 2003; 5. Melo et al. 2003; 6. Jürgensen et al. 2007; 7. Wisniewski et al. 2000; 8. Udry
et al. 1995; 9. Ehrhardt et al. 1977; 10. Hines et al. 2002; 11. Berenbaum 1999; 12. Berenbaum and
Bryk 2008; 13. Berenbaum and Snyder 1995; 14. Cohen-Bendahan et al. 2005; 15. Hines 2004; 16.
Hines et al. 2004; 17. Iijima et al. 2001; 18. Nordenstrom et al. 2002; 19. Pasterski et al. 2007. 



Girls and women with CAH also differ from their healthy sisters or other
control females in skills or abilities for which there is an average male advan-
tage. They are much more accurate than control females in throwing darts or
balls at a target and are as accurate as typical males in dart-throwing.118 In
those spatial skills for which there is an average male superiority, most stud-
ies report enhanced ability in CAH compared to control females, although
findings vary in the magnitude of enhancement and in whether an outcome
is statistically significant119 or not.120 In their review and analysis, Puts and
colleagues have concluded that CAH females have better spatial abilities than
control females.121

Table 9-4 summarizes evidence that prenatal androgen influences skills
and cognitive abilities that differ between the sexes.
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TABLE 9-4
EFFECTS OF ANDROGEN IN EARLY HUMAN

DEVELOPMENT ON SKILLS OR ABILITIES

Prenatal environment Genitalia and rearing Skill or cognition

Complete androgen Female external genitalia Normal verbal cognition
insensitivity syndrome Reared as female. but low perceptual/spatial
(cAIS), XY chromosomes. cognition.1*,2*,3

Congenital adrenal Ambiguous genitalia at Superior targeting accuracy
hyperplasia (CAH; excess birth, surgically corrected (dart- or ball-throwing) 
prenatal androgen), XX to female. Reared as female. compared to unaffected
chromosomes. female relatives. Equal to

healthy males in dart-
throwing.4* Better ability
than control females on
spatial tasks for which
males are superior to
females.4,5*,6*,7*,8*,9,10,11

This relation was not
observed in one study.12

SOURCES: 1. Imperato-McGinley et al. 1991; 2. Masica et al. 1969; 3. Spellacy et al. 1965, a single case
report; 4. Hines et al. 2003; 5. Berenbaum et al. 2006; 6. Hampson et al. 1998; 7. Resnick et al. 1986;
8. Mueller et al. 2008; 9. Baker and Ehrhardt 1974; 10. Helleday et al. 1994, in a subset of CAH 
and control females matched for general intelligence; 11. Malouf 2006 et al., in CAH women with-
out a salt-losing disorder; 12. Ibid., in salt-losing CAH women. 
NOTE: * = Statistically significant difference. 



Although the body of research suggests that spatial abilities are enhanced
in CAH compared to unaffected females, the variations among studies in 
the degree of enhancement and in statistical significance contrast with the
consistently large effects of CAH on sex-typed activities, attitudes, interests,
personality variables, and targeting ability. Whether these characteristics are
more susceptible than spatial ability to the masculinizing effects of prenatal
androgen is an open question. Alternative possibilities are that individuals
with CAH are highly variable in spatial cognition due to variability in disor-
ders of brain function associated with their illness or to variability in the tim-
ing and degree of fetal androgen exposure, which affects some behaviors
more than others.

Direct Effects of Genes on the Brain and Behavior. Although most 
genetic sex differences in the brain and behavior are mediated by gonadal
hormones, some reflect the direct actions of genes.122 Differences in genes on
the sex chromosomes influence development even before the embryonic
gonads begin to differentiate into male testes or female ovaries. For example,
embryonic brain cells cultured in a petri dish (in vitro) in the absence of any
hormonal influence develop differently, depending on whether they are XX 
or XY cells. Studies of postmortem human brains reveal genes on the sex
chromosomes that are expressed only in one sex, or at a higher level in one
sex than the other.123

Differences in XY and XX cells arise through a variety of mechanisms,
which are outlined in table 9-5, as follows: 

• Genes unique to the Y chromosome can only affect males. 

• Recessive genes on the X chromosome that have no partner on the
Y chromosome (no Y homologue) produce the recessive trait in
males but not in females, unless both X chromosomes carry the
recessive gene. 

• Although one random X chromosome in each cell of females is
partly inactivated early in development, certain genes escape inac-
tivation. The escapees include not only genes on the tips that are
identical to genes on the tips of the Y chromosome, but genes on
other regions of the X that have no Y homologue. Since such
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genes are expressed on both X chromosomes in XX cells but only
on the single X chromosome of XY cells, the dosage is greater in
female than male cells. 

• Even when a gene on the X chromosome is identical to a gene on
the Y chromosome, genes on the X and Y may be expressed at dif-
ferent levels, with different timing in development, and in differ-
ent tissue regions due to regulatory genes on the X and Y. 

• Certain genes are imprinted with their parental origin and are
only expressed from a single parent. Imprinted genes on the X
chromosome have been identified in animals and are implied by
behavioral studies of girls or women with Turner syndrome (TS),
who have only a single sex chromosome (X0 instead of XX). 

In the X0 condition, girls and women have normal verbal cognition and
reduced perceptual or spatial cognition. A majority also have impaired social
skills, although a minority have good social skills. The social deficits are
almost certainly related to the high rate of autism (up to 5 percent) and autis-
tic spectrum disorders (greater than 25 percent) in X0 females.124

Girls with TS whose single X is of paternal origin (Xp), which only daugh-
ters inherit, have better verbal cognition, better social cognition, a lower 
risk of autism, and a greater capacity for behavioral inhibition than those
whose single X is of maternal origin (Xm), which both sons and daughters
inherit. The differences between Xp0 and Xm0 girls suggest that genes on the
X chromosome that enhance social cognition, reduce the risk of autism, 
and increase the capacity for behavioral inhibition are imprinted and differ-
entially expressed on the paternal X chromosome.125

Girls and women with TS who carry the maternal or paternal X chromo-
some also differ in retention of visual and verbal material over a forty-minute
delay period. When the effects of individual differences in baseline scores (for
copying a complex figure or immediate recall of stories) are statistically
removed from the memory scores, the residuals measure the amount of infor-
mation retained or forgotten. Visual and verbal retention show opposite pat-
terns of ability in TS girls and women, depending on whether they have the
paternal or maternal X chromosome.126 Compared to control females or
males (who do not differ), visual retention is normal in those who have the
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TABLE 9-5
DIRECT GENETIC INFLUENCES ON SEX DIFFERENCES IN BRAIN AND

BEHAVIORAL FUNCTION

SOURCES: 1. Mayer et al. 1998; 2. Rogers and Hamel 2005; 3. Good et al. 2003; 4. Xu and Disteche
2006; 5. Bishop et al. 2000; 6. Skuse et al. 1997; 7. Davies et al. 2006.

Direct genetic effects on
sex differentiation

Genes unique to Y 
chromosome.

Recessive mutation of
genes unique to the X
chromosome (no homolo-
gous gene on the Y chro-
mosome).

Genes unique to X that are
active on both X chromo-
somes of females (one ran-
dom X is inactivated in
each female cell, but not
completely).

Different expressions of
homologous genes on X
and Y chromosomes.

Imprinted X-linked genes
(expression is limited to a
gene from one parent). 

Consequence

Expressed only in males.

Recessive trait appears in
all males who carry the
mutation, but rarely in
females (only if both X
chromosomes carry the
mutation).

Greater dosage of gene
product in female than
male cells.

Timing, dosage, or region
of expression is not the
same for XX and XY cells.

Paternal X genes only
affect females. Maternal X
genes affect both sexes,
but are inactivated in half
of female cells.

Evidence of effects on
the brain

Expression of Y-linked genes
in two regions of human
male brain. No expression
in female brain.1

Multiple recessive muta-
tions on X associated with
mental retardation in
males.2

In a region of the short
arm of the X chromosome,
genes expressed on both X
chromosomes of human
females are necessary for
normal female brain
anatomy, chemistry
(greater female expres-
sion), and behavior.3

In mouse brain, expres-
sions of homologous genes
on X and Y are not
expressed in parallel, and
expression is greater in XX
than in XY cells.4

Girls and women with
only a single X chromo-
some (X0) differ in behav-
ioral functions depending
on whether their single X
comes from the father or
mother.5,6 Imprinted X
genes have been identified
in animals.7



maternal X, but impaired in those who have the paternal X. In contrast, ver-
bal retention is normal in those who have the paternal X, but impaired in
those who have the maternal X.127 Control females surpass control males in
verbal retention, which is consistent with a cross-cultural female advantage 
in story recall.128 The observations suggest that genes on the maternal X chro-
mosome, which both sons and daughters receive, contribute to retention of
complex visual information, whereas genes on the paternal X chromosome,
which only daughters receive, contribute to retention of stories. 

In summary, genetic factors contribute to sex differences in the brain and
behavior both indirectly, through the influence of gonadal hormones, and by
direct effects of genes on the sex chromosomes. Evidence from human and
animal studies shows that nature actually utilizes all the various mechanisms
available to differentiate males and females. However, although differences in
sex roles in our evolutionary history may have put differing selective pres-
sures on cognitive abilities in men and women, it is apparent that the sexes
differ much less in these abilities than they do in play activities, interests, and
goals. Species survival depends on effective reproductive and parenting
behaviors, which necessarily entail differences between the sexes in brains
and behavior. Evolution was faced with selecting characteristics that assured
these differences but at the same time assured sufficient commonality in
human cognitive abilities that either sex could survive, and even thrive, on a
hunt or at the home base in the absence of the other. Briefly, selection for cog-
nitive sex differences was probably constrained by selection for mental abili-
ties that define our common humanity.

Individual Differences in Hormone Levels and Cognitive Abilities

Not all normal males have the same levels of androgens, nor do all females
have the same levels of estrogen, progesterone, or testosterone. So in addition
to variations in hormone levels across individuals before birth, there are life-
time variations from person to person in adulthood. These individual levels,
while they do vary within a person from time to time, also show stability. 
The base level of testosterone, for example—the “rank” with respect to other
individuals—remains fairly constant over both short- and long-term inter-
vals.129 This consistency appears to have a genetic component.130
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Studies of the relation between individual differences in cognitive pat-
terns of men and women and levels of sex hormones have mainly focused on
testosterone (T). Females, of course, have much lower levels than males, with
very little overlap between normal men and women. T levels can be meas-
ured from blood or from saliva. Salivary assays have become the preferred
mode when studying normal volunteers because they are not invasive and
pose no risk of infection. 

The correlation between T levels and spatial ability is not linear.131 That
is, abilities do not simply increase, pari passu, with T levels. Rather, among
normal men, those with higher T levels actually perform worse than those
with lower levels (see figure 9-6). This fact is consistent with observations of
CAH males. CAH males experience higher androgen levels prenatally than
healthy males, but their spatial ability is not enhanced. In fact, some studies
report that performance is poorer than in unaffected men.132 Studies in rats
also find that excess testosterone during early development diminishes rather
than augments masculinization.133
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FIGURE 9-6
RELATION OF SPACIAL ABILITY TO TESTOSTERONE (T) 

LEVELS IN YOUNG MEN AND WOMEN

SOURCE: Adapted from Gouchie and Kimura 1991. 
NOTES: The zero line represents the mean spatial score of the entire sample. High-T women (upper
half of women) have better scores than low-T women, but low-T men (lower half of men) have 
higher scores than high-T men.
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Among normal women, whose base level of T is low, those with higher 
T levels perform better on spatial tasks than those with lower levels (figure 9-
6).134 Again, this is consistent with the findings from CAH girls, in that pre-
natal exposure to higher levels of T generally enhances spatial ability. It
appears, therefore, that superior spatial ability is associated with an optimal
level of T, neither too low nor too high, apparently in the lower range of 
normal Caucasian males. (We have no equivalent information for non-
Caucasians.) Other abilities investigated to date appear not to be strongly
associated with T levels. However, recall that male infants who make the least
eye contact, and differ most in this trait from female infants, were exposed
prenatally to T levels at the low end of the male range.135 Those exposed to
T levels at the high end of the male range were more similar to females in
making more eye contact.

The cited studies, which divide each sex into high-T and low-T groups,
consistently find that spatial ability is best when T is at an intermediate level.
Future research may further refine the curvilinear relation between testos-
terone and spatial ability. The findings have been challenged on grounds that
they would not be expected,136 but no scientific basis nor even an argument
is offered as to why a nonlinear relation should be unexpected. Indeed, given
our knowledge that all brain chemicals (neurotransmitters) have an optimum
level and that levels too low or too high disrupt brain function, it is unrea-
sonable to expect that the higher the T level that bathes the brain, the better
it functions in spatial cognition. A linear correlation between brain function
and levels of neurotransmitters, drugs, or any other chemical does not char-
acterize any known substance.

Fluctuations within Individuals in Hormones and Cognition

Hormone levels not only vary among individuals, but also within individuals
over the course of daily, monthly, or yearly cycles. As we discuss below, these
fluctuations influence cognition and behavior.

Estrogen. The role of estrogen in connection with differing abilities has been
studied primarily by associating changes in estrogen across the menstrual
cycle with changing cognitive patterns. We know that estrogen (higher in

238 THE SCIENCE ON WOMEN AND SCIENCE



females than in males) is high in two phases of the cycle. First, in midcycle,
just before ovulation, there is an estrogen “peak.” This may last only one or
two days, then it falls rapidly. This period is best identified by hormonal assay.
Second, estrogen rises again, not as sharply, for a longer period about a week
prior to next menstruation, falling again as the beginning of menses
approaches (midluteal phase). The latter period is accompanied by a rise in
progesterone (see figure 9-7). The midluteal phase can be moderately well
identified from the actual onset of next menstruation although, again because
of large variability, assays will improve accuracy. Either or both phases may be
compared to the low-estrogen phase, which lasts for several days after onset
of menstruation. 

Early investigations of cognitive changes across the cycle generally did not
always use assays, and, moreover, used days since menstruation to identify
phases. This method is unreliable, because women vary in the length of their
menstrual cycles—twenty-eight days is merely an average—and also vary
within themselves.137 Early studies also employed behavioral tests that did
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FIGURE 9-7
ESTROGEN AND PROGESTERONE LEVELS DURING

PHASES OF THE HUMAN MENSTRUAL CYCLE

SOURCE: Adapted from Ferin et al. 1993.
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not necessarily differentiate males from females and thus were less likely to 
be sensitive to effects of sex hormones. They emphasized concepts like atten-
tion, arousal, and automaticity.138 In the past two decades, researchers have
usually determined estrogen levels by actual measurement in blood or saliva,
and have taken into account precise menstrual phases. Additionally, the
choice of behavioral tests that differentiate males and females has yielded
more reliable associations with changes in sex hormone levels.

When women’s performance is compared between high-estrogen and
low-estrogen periods, two findings are common:139 First, the high-estrogen
period is associated with enhancement of performance on certain tasks that
favor females (finger dexterity, manual sequencing, oral fluency, and so forth)
but not those that favor males.140 Second (and conversely), the low-estrogen
period is associated with enhancement of performance on certain spatial tasks
that favor males but not on those that favor females.141 Since the direction of
the effect differs depending on what type of ability is compared, the results
are not readily explained by general changes in mood or arousal level. 

Changes in cognitive functions with variations in estrogen levels neces-
sarily arise from systematic changes in the brain systems mediating these
functions. Estrogen binds to receptors in brain cells and is transported to the
cell nucleus, where it regulates gene expression. Depending on which genes
are turned on or off, the chemistry and physiology of the cell and its interac-
tions with other brain cells change. Which genes are turned on or off 
in which regions of the brain and how the brain changes are subjects of 
ongoing research.142

Testosterone. We have known for some time that testosterone levels vary
across seasons of the year—they are higher in the autumn than in the spring,
at least in the Northern Hemisphere, for which we have seasonal data.143 This
may be related to the advantage in preliterate times of conceiving in the
autumn, so that births occurred in summer when food was more abundant.
Concomitantly, the sperm count rises in the autumn.144 Other studies have
shown that T levels also change within men in a daily cycle145 and even in a
monthly cycle.146

Given that we find spatial ability higher in men with low-normal levels of
T, we might expect a man’s spatial performance to be lower in autumn (high
T) than in spring (low T). Research indicates this is so. Young men tested in
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the spring, when their measured T levels are lower, perform better on spatial
tests than those tested in the autumn. There is no seasonal influence on other
tests, such as those that favor women or that generally show no sex differ-
ence.147 Similar results on typical spatial tests are obtained for men and
women across a lunar (monthly) cycle: Men perform better in their low-T
phases and women in their high-T phases.148 Unfortunately, no nonspatial
results were reported in the latter study, so we cannot conclude that the effect
is specific. Across a circadian (daily) cycle, men also perform better on spatial
(but not nonspatial) tests at the time of day when T levels are low.149

These and other empirically established hormonal–cognitive relation-
ships have oddly been described as “fairly murky,”150 a critique that is diffi-
cult to cast in a scientific framework. In fact, the findings are quite robust and
consistent. The evidence is that in normal young adults, individuals’ abilities
vary from time to time as hormone levels undergo natural fluctuations across
daily, monthly, and annual rhythms. The specific cognitive changes depend
on which hormone varies, whether the abilities are those that favor males or
females, and probably other, as yet undiscovered, factors. 

These fluctuations on a fairly stable baseline are assumed to relate to
reproductive rhythms, and the cognitive changes may be only incidental.
However, it is possible that some changes in cognitive patterns are themselves
adaptive. For example, in early man’s prehistory, having better spatial ability
in spring may have been beneficial when setting out to hunt or to search for
new campgrounds. Whatever the ultimate basis, the fact that such fluctua-
tions affect cognitive patterns is a strong argument for the involvement of sex
hormones in our cognitive makeup.

We must keep in mind that many of the associations we have described
between hormone levels and cognitive performance are only correlational,
which means that they occur together. To make a stronger causal connection—
to attribute the cognitive changes to the hormonal changes—we need other
supportive information. It is pertinent that the effects appear quite specific to
certain abilities and not others, whether examining estrogen across the month
or testosterone across seasons, months, or times of day. The changes aren’t
random, but are predictable from knowledge of the effects of sex hormones
in general.

In addition, there are a number of studies in which hormones such 
as estrogen or testosterone are administered to individuals for a variety of
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therapeutic purposes. The administration of testosterone for a period of 
several weeks appears to improve spatial ability in subjects in whom the 
hormone was previously lower than optimal—for example, in older men151

and in female-to-male transsexuals.152 Again, the cognitive effects tend to be
specific. So, while this kind of research is still sparse, such findings support
the view that the cognitive changes accompanying natural hormonal fluctua-
tions result from the hormones acting on brain systems.

Sex Differences in the Brain

Since all behavior is regulated by the nervous system, established and reliable
sex differences in cognitive patterns are necessarily mediated by differences
between the sexes in brain function. This is true no matter what the source of
the differences, whether primarily experiential or primarily biogenic. Early
research focused on anatomical brain differences, on the assumption that a 
sex difference for a particular skill would probably appear as a larger area of
relevant cortex in the group advantaged for that particular ability. But this
appears to be too simplistic a view, since some abilities—certain motor skills,
for example—might be enhanced by being focally organized within a
restricted area of the brain. In any case, sex differences need not manifest as
a visible structural dichotomy in brain anatomy, though there are, in fact,
many anatomical differences between men and women.

The most salient structural difference between the sexes is brain size, with
men’s brains being, on average, about a hundred cubic centimeters larger than
women’s. This appears not to be entirely accounted for by body size.153

Within each sex, there is a small but consistent relation between brain size
and intelligence.154 Although there is a growing literature on possible sex 
differences in general intelligence, such differences, if they exist, are less than
two or three IQ points, which is less than the average test–retest difference in
individual scores.155 Since the focus of this chapter is not on overall intelli-
gence (g), we will leave aside brain size and focus on systems that might relate
to the restricted cognitive sex differences we have described.

The neurological investigations include strictly anatomical (structural)
studies, research on the asymmetric functions of the left and right brain hemi-
spheres, and research on the commissures connecting the two hemispheres.
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Studies on the cognitive effects of pathology (such as strokes and tumors) in
particular parts of the brain have made a major contribution to understand-
ing the way men’s and women’s brains may differ. More recently, brain imag-
ing techniques, with which we can look at activation patterns in the brains of
healthy people during the solution of various problems, have been employed
to study sex differences in brain function. None of these methods has yet 
provided anything more than speculative answers to the question of what sex
differences in brains underlie sex differences in cognition or behavior. We
will, therefore, touch only briefly on brain sex differences.

Sex Differences in the Functional Asymmetry of the Two Hemispheres.
For most right-handed people of either sex, the left cerebral hemisphere pre-
dominates in speech and related motor functions, and the right hemisphere
in perceptual and spatial functions. It is often claimed that men have more
asymmetric brain organization than women—that is, that women are more
bilaterally organized. This would mean that in women, both hemispheres are
more involved in language and/or visuospatial abilities than they are in men.

The origin of this idea is the fact that after strokes (which are reductions
of blood supply to the brain) affecting the left hemisphere, a higher percent-
age of men than women have speech disturbances (“aphasia”). This led some
researchers to conclude that speech must depend in part on the right hemi-
sphere in women, protecting them from aphasia when the left is damaged.
However, a strong argument against this conclusion is that women with dam-
age to the right hemisphere rarely suffer aphasia, and no more often than do
men. In one consecutive series of adult right-handers with right-hemisphere
damage, only 1 out of 84 women and 2 out of 105 men suffered aphasia.156

Instead, it appears that men and women may depend for speech on dif-
ferent regions of the left hemisphere.157 Women are more often rendered
aphasic by anterior (front area) damage, and men by posterior (back area)
damage (see figure 9-8). This may account for the higher incidence of 
aphasia in men, because when strokes result in restricted pathology rather
than hemisphere-wide damage, it is more often the posterior region that is
affected. Note that we are talking about very basic speech functions here—
naming objects, counting, understanding simple sentences, and so on. 

Not only speech functions but also related motor functions, such as the
control of nonspeech oral and manual movements, depend differentially in
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women and men on anterior and posterior regions of the left hemisphere.
Thus, impaired ability to generate or reproduce certain hand and arm move-
ments (called “apraxia”) shows a similar pattern to aphasia (see figure 9-8).
The question is whether this difference in brain organization makes any dif-
ference in ability patterns in normal people. Some evidence suggests that it
does. We earlier described some motor skills that differentiated men and
women, with women excelling at intrapersonal skills and men at extraper-
sonal (see table 9-1). Men’s demonstrably greater reliance on vision in control
of certain motor activities may be related to the fact that visual systems are
closer anatomically and functionally to the posterior region, which predomi-
nates in men, than to the anterior region, which predominates in women. In
contrast, the primary motor systems are closer anatomically and functionally
to the anterior region than to the posterior region. 

As suggested by Levy and Heller,158 when we look beyond basic speech
ability at tasks more verbal than motor, there is some evidence from a large
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FIGURE 9-8
PERCENTAGE OF MALE AND FEMALE PATIENTS WITH ANTERIOR OR POSTERIOR

LEFT-HEMISPHERE PATHOLOGY WHO SUFFER APHASIA OR APRAXIA

SOURCE: Kimura 2006.
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series of cases with damage to one hemisphere that some abilities are more
bilaterally organized in women than in men. These include vocabulary, on
which the scores of normal men and women do not differ,159 and verbal flu-
ency, on which women have the advantage.160 Women’s performance on
these tasks is reduced by damage to either hemisphere, but men’s only by
damage to the left. 

A similar pattern appears for verbal fluency after the left or right hemi-
sphere is anesthetized by injection of sodium amytal into the carotid artery
on one side.161 Studies of a small group of presurgical patients reveal that
men have a reduction in fluency from a previous baseline only when the left
hemisphere is anesthetized, whereas women have lowered fluency when
either side is anesthetized. No such sex difference appears for basic speech
testing; aphasic errors in both sexes appear only after left-sided injection.

Verbal memory, on which normal women are advantaged, appears just as
dependent on the left hemisphere in women as in men.162 Similarly, a men-
tal rotation task163 and a line orientation task,164 both advantaged in men,
appear equivalently affected by damage to the right hemisphere in women
and in men. 

These combined results suggest that degree of functional brain asymme-
try does not inevitably relate to sex differences in cognitive pattern, though it
may do so for some particular cognitive functions.

The Cerebral Commissures. There has been considerable interest in
whether the bridges of fibers that interconnect the two hemispheres of the
brain (the cerebral commissures) are larger in one sex than the other. Each of
two studies examined the small anterior commissure (AC) in large samples of
100 postmortem brains, but one reported a larger AC in women by 1.16 m2

165 and the other a larger AC in men by 1.07 m2.166 The average of the two
studies suggests that if all brains in the population were measured, there
would be no sex difference in the size of the AC. 

Many studies have examined sex differences in the corpus callosum (CC),
a massive commissure that contains more fibers than any other fiber tract in
the brain. Although one group of researchers has reported that the back part
of the corpus callosum, the splenium, is larger in women than men, this find-
ing is not supported by many other investigations.167 Claims made in the
abstracts of studies that the splenium is larger in women than men often 
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conflict with the full articles, which describe sex differences only in the ratio
of the splenium to the size of the brain or total callosum, but not in the actu-
al size of the splenium. As Driesen and Raz demonstrated in their large meta-
analysis, the splenium is larger in men, but the ratio of the splenium to brain
size is larger in women, which is a sex difference in the shape of the corpus
callosum.168 In any case, attempts to relate callosal size or shape to sex dif-
ferences on cognitive tasks have so far been unsuccessful.169

Brain Imaging Studies. Different regions of the brain become active during
different cognitive tasks, such as solving language or visuospatial problems.
Functional brain imaging techniques, including functional magnetic reso-
nance imaging (fMRI) and positron emission tomography (PET), among 
others, allow visualization of regional activations. Because the brain is con-
stantly active, the change in activity introduced by any one cognitive task is
not easy to detect. Consequently, a comparison condition is usually used
which is intended to resemble the experimental condition in all but one cog-
nitive process. The residual activation in the test condition after subtraction
of activation in the control condition is assumed to identify the brain regions
involved in the process of interest. It is likely, however, that the introduction
of a new requirement does not merely add activation to a baseline task, but
also changes activation dynamics. Additionally, as we discuss below, there are
serious problems of interpretation even if the additivity assumption is valid.

A much-cited study on how men’s and women’s language functions are
represented in the brain employed several conditions, all of which entailed
comparing a pair of visual stimuli and pressing a button if they matched. Two
of the tasks required making decisions about patterns of upper- and lower-
case letters (assumed to involve visual and orthographic processing) and the
rhyming of nonsense words (assumed to involve visual, orthographic, and
phonological processing). Brain activation on the orthographic task was sub-
tracted from brain activation on the rhyming task. The remaining activation
was attributed to phonological processing. A significant sex difference was
claimed in the pattern of phonological brain activation, namely bilateral 
activation in women and left-hemisphere activation in men.170 This result is
difficult to interpret because we do not know the pattern of activation on the
orthographic task. Suppose both men and women rely on the left hemisphere
on the rhyming task, since this has been demonstrated in patients with 

246 THE SCIENCE ON WOMEN AND SCIENCE



surgical disconnection of the two cerebral hemispheres.171 If, on the ortho-
graphic task, men rely more on the right hemisphere and women on the 
left, which is not unlikely, then subtraction of the orthographic from the
phonological task would artifactually leave bilateral activation in women and
left-hemisphere activation in men.

Several studies have attempted to assess brain activation during mental
rotation tasks, on which men on average typically outscore women. Although
none of the tasks employed in these investigations revealed a significant sex
difference, all had trends in favor of men. The insignificant sex differences are
probably due to very small sample sizes, and perhaps to some quite difficult
speeded conditions (which resulted in scores below chance in one study).172

Although no consistent pattern of brain activation was found across all stud-
ies, the response to mental rotation after subtracting a baseline task generally
showed bilateral activation in frontal and parietal areas of the brain, with
slightly more parietal activity in men and slightly more frontal activity in
women. The lack of a significant sex difference in mental rotation scores,
however, limits the interpretation of these activation patterns as mechanisms
for the cognitive differences. Obviously, since men and women differ in men-
tal rotation ability, so, too, do the brain mechanisms that underlie the ability,
but we have yet to identify them.

Men and Women: Values, Interests, and Talents

A report of the National Academy of Sciences makes the remarkable claim
that “studies of brain structure and function, of hormonal modulation of per-
formance, of human cognitive development, and of human evolution have
not found any significant biological differences between men and women in
performing science and mathematics that can account for the lower repre-
sentation of women in academic faculty and scientific leadership positions in
these fields.”173 As we have discussed, behavioral sex differences are found
across cultures, generations, and age groups, including infants, are strongly
affected by level of prenatal androgen exposure, and are influenced by char-
acteristic and fluctuating levels of gonadal hormones in adults. They pertain
not only to cognitive abilities, but even more so to interests, personality char-
acteristics, and vocational goals. 
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Interests, Values, and Vocational Goals. No matter how brilliant children
may be in mathematical talent, if they are more interested in acting and writ-
ing than in proving theorems, they will not become mathematicians. A few
years ago, one of the six comedy actors on Main Stage at Second City, Chicago’s
most famous comedy club, was a young woman who was a math prodigy,
which was evident from early childhood. She was also a prodigy in writing
(she was writing a novel at the age of seven) and acting (for which she won a
first-prize trophy in elementary school). It was impossible to measure her IQ
at the age of six because she went off the top of the scale on both the verbal
and performance sections of the Wechsler Intelligence Scale for Children. At
age ten, she told one of us (JL), “Dad wants me to be a mathematician just
because I’m good in math. But I’m not going be a mathematician. I’d hate to
sit in an office all day and prove theorems. I’m going to be a comedy actor or
comedy writer.” She was a mathematics major on a full scholarship during her
college years, but as soon as she graduated, she joined an acting troupe, then
Second City, and is now a comedy writer for a national television network.

Evans and colleagues assessed the interests of very large numbers of
eleventh-grade students in the United States, Taiwan, and Japan.174 They
reported that in all three nations, boys have a greater interest than girls in
math, science, and sports, whereas girls have a greater interest than boys in
music, art, and language. A study of 104 young women who had aspirations
in the twelfth grade for a career in math or physical science (male-dominated
occupations) found that by age twenty-five, 82 percent had changed their
aspirations to gender-neutral or female-dominated occupations.175

Significant predictors of maintaining an aspiration for an occupation in math-
ematics or physical science are the intrinsic values the women place on these
subjects. Those who perceive lower intrinsic values of math and physical sci-
ence are likely to switch aspirations. We have noted that girls and women
with CAH, who were exposed to high levels of androgen during fetal life, are
much more likely than their sisters (effect size about 2.0) to be interested in
male-typical hobbies and to aspire to male-dominated occupations.176

Among gifted children in the fourth to sixth grades, three times as many
girls as boys rate language arts or reading as the most interesting subject,
whereas many more boys than girls rate science or math as the most interest-
ing subject.177 Gifted men and women from the longitudinal Study of
Mathematically Precocious Youth (SMPY) also differ greatly in their interests
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and values.178 As seen in figure 9-9, gifted women place little value on areas
most strongly valued by gifted men (theoretical, political, economic), and
men place little value on the two areas most strongly valued by gifted women
(social, aesthetic). Values are important predictors of whether college degrees
at age twenty-three  or occupations at age thirty-three  are in math or science,
humanities, or other areas. Theoretical values are positively associated with
math and science majors and occupations (and math SAT scores), while social
and religious values are negatively associated. Aesthetic values are positively
associated with humanities majors and occupations (and verbal SAT scores). 

At age eighteen, SMPY high school seniors were asked to specify their
intended undergraduate majors.181 Among those who expected to major in a
math or science area, the largest sex differences were in engineering and phys-
ical sciences, which were favored by boys, and biological and medical sci-
ences, which were favored by girls. Thus, it is evident that even before they
begin undergraduate studies, boys have a greater preference than girls for
engineering and physical sciences, and girls have a greater preference than
boys for biological and medical sciences. 
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FIGURE 9-9
RELATIVE VALUATION BY GIFTED WOMEN AND MEN OF SIX VALUE DIMENSIONS

SOURCE: Adapted from Lubinski and Benbow 2006.
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A follow-up of these students when they were twenty-three years of age
established that a majority actually majored and received undergraduate
degrees in math and science areas. The same sex differences in preferences
expressed in high school were manifested in undergraduate education. Of
the math and science majors, men dominated in engineering and physical 
sciences and women in biological and medical sciences. At age thirty-
three, nearly all these men and women were employed, and they expressed
equally high job satisfaction and gave equally high ratings of their career 
success, although women devoted more time to families and less to work
than did men.

In summary, interests and values differ between boys and girls and men
and women and are important predictors of future college majors and occu-
pations. From infancy to adulthood, females express and manifest more social
interest than males, who manifest more interest in the physical world than
females. Language arts and reading are more valued by girls, and math and
science are more valued by boys. For students who choose careers in math
and the sciences, males have a greater preference than females for math, 
the physical sciences, and engineering, whereas females have a greater pref-
erence than males for the biological, medical, and psychological sciences.
These preferences of girls and women for the life and human sciences over
math, the physical sciences, and engineering are consistent with an evolu-
tionary history in which women were not only responsible for child care,
teaching the young, and maintaining social cohesion, but were experts in the
properties of plants for nutritional and medicinal purposes, and the deliver-
ers of babies. The preferences of boys and men for mathematics and the 
physical sciences are consistent with their evolutionary role as hunters,
weapon-makers, and explorers over large areas, which demanded interest in
and attention to the properties of the physical world and the means to visu-
alize and communicate them. 

Talents and Achievements

The differences between the sexes in interests and values are correlated 
with differences in the levels and types of talents and achievements, which we
discuss below.
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Levels of Talent. Although the average advantage of men over women in
mathematical reasoning is small (as shown in table 9-2), a small average
advantage has major impacts at the upper end of abilities. The higher the abil-
ity level, the greater the disparity in the frequencies of men and women. This
disparity is magnified further by the greater spread of male abilities. 

Because academic careers are pursued by individuals with high levels of
intellectual talent compared to the general population, we concentrate on the
talents and achievements of the gifted participants in the SMPY. Children in
the study were invited to take the SATs at age twelve or thirteen if they were
in the upper 3 percent on standard achievement tests. Those selected for the
SMPY scored at the upper 1 percent (Cohort 1), upper 0.5 percent (Cohort
2), or upper 0.01 percent (Cohort 3) of children their age. The higher the
selection criterion, the greater the ratio of males to females.182

But does this matter for successful careers in mathematics and the sci-
ences? Are people at the 95th percentile of mathematical talent just as likely
to achieve high levels of success as those at or above the 99.99th percentile?
Many have claimed there is no distinction in the achievements of people at a
high level of aptitude and those with extremely exceptional talent above
this.183 The NAS report asserts that measures of mathematical aptitude such
as the math SAT are not predictive of success in later science careers.184

Studies of the SMPY participants refute these claims.185 The SAT scores
obtained at age thirteen are strong predictors of adult achievement. At the
twenty-year follow-up, when participants were thirty-three years old, Wai and
colleagues selected the bottom and top quartiles of math SAT scores at age thir-
teen of those in the upper 1 percent of their sex (from Cohorts 1 and 2).
Although even the lower quartile was in the top 1 percent at age thirteen, those
in the upper quartile have more accomplishments at age thirty-three. Table 9-6
shows the differences between the bottom and top quartiles in doctoral degrees
earned, income, patents held, and tenure at top-fifty universities. All the differ-
ences between these quartiles are reliable. They would occur by chance less
than 1 percent of the time or, in the case of patents, less than 2 percent.186

A score at age thirteen that places a child in the upper 0.01 percent (1 in
10,000) of the population on either the math or verbal SAT or both (Cohort
3) predicts remarkable accomplishments in adulthood.187 By their mid-
thirties, 51.1 percent of these men and 54.3 percent of these women had
earned doctoral degrees, which is more than fifty times the rate for the 
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general population. Over 50 percent of the doctoral degrees were earned at
top-ten universities. Of twenty Master of Business Administration (MBA)
degrees (5.3 percent), one was earned at a European university and all the rest
at top-ten U.S. business schools. Approximately 60 percent of Cohort 3 had
careers in medicine, law, science, engineering, or college teaching.
Approximately 17 percent of the women and 9 percent of the men held
tenured or tenure-track positions at universities. About half these positions
were at top-fifty research universities, and of these, nearly 22 percent were
already tenured. Patents were held by 17.8 percent of the men and 4.3 per-
cent of the women. Of those whose top 0.01 percent placement was on the
math SAT, 20.1 percent of men and 9.1 percent of women held patents. Men
and women expressed comparably high satisfaction with their jobs, the direc-
tion of their careers, and perceived success in their careers. 

A 2005 letter to Science signed by seventy-nine academic scientists and
administrators claimed that “there is little evidence that those scoring at the
very top of the range in standardized tests are likely to have more successful
careers in the sciences. Too many other factors are involved.”188 To the con-
trary, the SMPY findings provide overwhelming evidence that SAT scores
ranging from the upper 1 percent to 0.01 percent at age thirteen are strongly
predictive of the children’s subsequent successful careers. In doctoral degrees
earned, tenure-track or tenured positions obtained, and patents held, the
exceptionally gifted (top 1 in 10,000) greatly surpass those less gifted, and
among the latter, those in the lowest quartile of the upper 1 percent have
fewer achievements than those in the highest (see table 9-6).

252 THE SCIENCE ON WOMEN AND SCIENCE

TABLE 9-6
ACCOMPLISHMENTS OF SMPY PARTICIPANTS AT AGE 33

Lower quartile of Upper quartile of 
SMPY participants in SMPY participants 

the top 1 percent in the top 1 percent  
of SAT-M at age 13 of SAT-M at age 13

Doctoral degrees 20% 32%
Income ≥ median for their sex 45% 56%
Hold patents 3.8% 7.5%
Tenure at a top-50 university 0.4% 3.2%

SOURCE: Wai et al. 2005.



As noted, the higher the extreme scores on the math SAT, the greater the
ratio of males to females. More than eleven times as many boys as girls at age
thirteen achieve math SAT scores of 700 or above (1 in 10,000 at this age).
However, the girls who do score this high acquire as many doctorates as 
men and obtain tenured or tenure-track positions by their mid-thirties more
frequently than men, perhaps because the men more often work as executives
and administrators.189 The ratio of male to female doctoral students in the
inorganic sciences and engineering (see figure 9-10) reflects both differing
interests of males and females and many fewer women at the extreme high
end of mathematical talent and, as will be discussed, spatial ability. As the
SMPY studies establish beyond question, the degree of talent among the gifted
has a very large influence on adult achievements.

The increase over the past thirty years in the percentage of science doc-
toral students who are women reflects the lowering of social barriers and the
opening of opportunities. The changes in the life and human sciences, the
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FIGURE 9-10
PERCENTAGE OF FEMALE DOCTORAL SCIENCE STUDENTS, 1976–2005 

SOURCE: National Science Foundation/Resource Statistics.
NOTES: † = Biological and psychological sciences; * = Physical sciences, computer science, math. In
engineering, the absolute number of women has been declining since 2003, but the decline in men
is even greater.
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inorganic sciences and math, and engineering are, however, much less than
the differences among these fields in the percentages of women, which have
remained remarkably stable since 1976 and may now be increasing. Men and
women are drawn to careers where their interests and talents converge. The
relationships depicted in figure 9-10 confirm the differing interests and val-
ues of males and females, observed even in early childhood, and differences
in the skills in which they excel. 

Patterns of Talent. Scores on cognitive assessments across diverse areas are
positively correlated, which reflects variations among people in a general
factor of intelligence. The correlations are far from perfect, however,
because individuals vary in special abilities. Park and his colleagues exam-
ined the relationships among adult achievements, ability level on the SATs
at age thirteen, and ability tilt toward higher math or verbal SAT scores in
SMPY participants. Those who obtained undergraduate or graduate degrees
in the humanities or had faculty appointments in the humanities or creative
literary accomplishments had a verbal tilt in SATs at age thirteen. Those
with degrees or faculty appointments in math or science or who held
patents had a math tilt.190

Males had a greater mathematical tilt than females (effect size d = 0.72,
see figure 9-3), as well as a higher ability level (effect size d = 0.40). Because
the average and variance of math ability are greater in males, they not only
occur more frequently than females in the top 1 percent of the population,
but their talent within this top 1 percent is higher. In each of the four areas of
accomplishment, from four-year degrees to faculty positions and creative
accomplishments, there are more gifted men than women in math and sci-
ence areas and more gifted women than men in humanities. There are also
more gifted women than men with MD degrees.

Among SMPY participants in the upper 0.01 percent, the number of
accomplishments and awards in math and science compared to those in
humanities and arts vary as a function of the relation of math and verbal SAT
scores at age thirteen.191 When the two scores are similar, an equal number
of people are characterized by accomplishments or awards in math or science
and arts or humanities. A predominance of accomplishments and awards 
in math and science or in arts and humanities is predicted, respectively, by
higher math than verbal or higher verbal than math ability.
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The verbal and math SATs assess two major cognitive dimensions, but
neither the math nor verbal SAT directly assesses spatial reasoning. High lev-
els of spatial ability are likely to characterize engineers, architects, experi-
mental physicists, mathematicians who specialize in geometry or topology,
organic chemists, crystallographers, and others who need excellent visualiza-
tion skills. A few hundred SMPY children who were in the upper 0.5 percent
in general ability were tested on the mechanical and spatial reasoning tests of
the Differential Aptitude Test battery in the spring of their seventh-grade
years.  Children performed in the upper 5 percent of eighth graders, which is
the earliest grade for which norms are available. Because spatial and mechan-
ical reasoning are highly correlated, scores were combined into a single meas-
ure to examine the influence of spatial-mechanical ability on preferences and
achievements.192

The favorite high school courses of the majority of boys were in math
or science and the least favorite in the humanities and social sciences, pref-
erences that were associated with higher math and spatial-mechanical 
abilities and lower verbal abilities. The favorite high school courses of the
majority of girls were in the humanities and social sciences and the least
favorite in math or science, preferences that were associated with reduced
math ability, increased verbal ability, and very reduced spatial-mechanical
ability. 

Undergraduate and graduate degrees and occupational groups are pre-
dicted by ability patterns manifested at age thirteen. Degrees and occupations
in engineering are predicted by relatively lower verbal ability, higher math
ability, and exceptionally high spatial-mechanical ability. Those in physics,
however, are predicted by increased math and spatial-mechanical ability and
very high verbal abilities. Degrees and occupations in the humanities and
social sciences are predicted by decreased math and spatial-mechanical abili-
ties and increased verbal abilities. The strongest predictor of engineering is
lower verbal ability and very high spatial-mechanical ability. To a lesser
degree, the same is true of math and computer science (combined in the
analysis), whereas physical sciences are associated with high verbal as well as
high spatial-mechanical ability. 

In the foregoing analyses, Shea and colleagues provided no information
regarding men and women. However, spatial-mechanical reasoning differen-
tiates men and women more than any other cognitive ability. It is, therefore,
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not surprising that graduate engineering is dominated by men to a signifi-
cantly greater extent than is inorganic science (see figure 9-10).193

Facts and Fictions about Women in Science

The report of the National Academy of Sciences attributes the male domi-
nance in academic mathematics, science, and engineering to unintended or
unconscious biases against women, supposedly outdated institutional struc-
tures that demand total commitment to an academic career, and evaluative
processes that give an unfair weighting to qualities that are supposedly stereo-
typically male. The “stereotypically male” qualities are said to be competitive-
ness, which is supposedly manifested in a devotion to research, and greater
time spent in research than in the “nurturing activities” of teaching and men-
toring.194 We briefly address these attributions.

Unconscious Bias against Women? There are serious ethical issues in accus-
ing people of unconscious bias, which, on the one hand, assumes guilt unless
innocence is proved, and, on the other hand, denies the possibility of such
proof.195 A frequently cited paper that purportedly establishes biases against
women in the awarding of graduate fellowships by the Swedish Research
Council employs illegitimate statistical procedures and fails to establish what it
claims (see appendix).196 Moreover, a study of fellowship awards in 1998 by
the European Molecular Biology Organization (EMBO) found no evidence of
systematic bias against women.197 Among those awarded fellowships, men
surpassed women in the impact of their publications and in the number of first-
authored publications, whereas women surpassed men in the number of total
publications. Among applicants, men surpassed women in all three factors
(impact of publications, first-authored publications, and total publications).

Unreasonable Demands of an Academic Career? Although success in any
demanding career necessarily requires time, energy, effort, and commitment,
academic institutions are far more lenient than most businesses in giving time
off and leaves of absence. The assertion that academic institutions require
“total” commitment to an academic career, as if no time were allowed for any-
thing else other than sleeping, eating, and personal care, is simply false. 

256 THE SCIENCE ON WOMEN AND SCIENCE



Moreover, unless the authors of the NAS report offer evidence that aca-
demic careers in mathematics, the inorganic sciences, and engineering
demand far more commitment than do those in the life and human sciences,
it is illegitimate to ascribe the lower representation of women to unreasonable
requirements for commitment. As barriers against them have relaxed over the
last quarter-century, women have come to dominate or are coming to domi-
nate the social sciences, psychology, and biomedical sciences (see figure 9-10).

Perhaps the authors of the NAS report would argue that the inorganic
sciences and engineering fields unfairly discriminate against women to a
greater degree than do the life sciences. First, women have increased their
representation among veterinary students from 5 percent in the 1960s (com-
pared to 9 percent of medical students) to nearly 80 percent today. If the
freedoms, opportunities, and power that women have achieved during that
time have allowed them to dominate a field once renowned for its bias
against them, they would surely overcome much lesser bias in the inorganic
sciences and engineering if these were areas that appealed to them. Second,
larger gains occurred in the percentage of female doctoral students in the
inorganic sciences and engineering in the eight-year period from 1990
through 1997, despite biases against women, than in the eight-year period
from 1998 through 2005, when biases were reduced (see figure 9-10). This
suggests that it is not bias against women that accounts for their low per-
centages in these fields, but rather the preference of the majority of women
for the life and human sciences, which showed the most rapid increase in
female percentage from 1976 to 1982 and a smaller but steady increase 
ever since. As Lubinski and Benbow have noted, we should not consider 
that math-talented women who do not choose to pursue mathematics, the
inorganic sciences, or engineering are lost to these fields, but rather that they
enrich the fields they do enter.198

Overvaluing of Research? The claim of the NAS report that a devotion to
research reflects “stereotypically male” competitiveness, whereas teaching and
mentoring are “nurturing activities” that are more characteristic of women
and should be given greater weight in academic evaluations, is not only den-
igrating to female scientists, but a threat to scientific achievement by both
women and men. There are no world-class scientists or mathematicians 
who are not passionate about the research endeavor. Teachers of science and
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mathematics who do not advance their fields through research are teachers
and not scientists or mathematicians. Mentors of doctoral and postdoctoral
science and mathematics students cannot train these students in research
unless they themselves are active researchers. Academic genealogies testify to
the critical importance of a mentor’s success as a researcher to the success of
the students trained. For example, the 2004 Nobel Prize in Biomedical
Sciences was awarded to Richard Axel and Linda Buck for their work on the
neurobiology and genetics of olfaction. Axel received an MD and then was
trained in research by Sol Spiegelman, a renowned researcher who received
the Lasker Award (one step from a Nobel). Buck’s doctoral advisor was Ellen
Vitetta, another renowned and highly active researcher who is a member of
the National Academy of Sciences. Mentors of great scientists are almost
always internationally recognized for outstanding research.

Summary. The fundamental claim of the NAS report that the greater fre-
quencies of men than women in engineering, the physical sciences, and
mathematics are due entirely or predominantly to social barriers against
women has no scientific foundation. There is no evidence that speeded asso-
ciation tests199 measure “unconscious bias” rather than experience. To make
a faster association between “engineer” and a man’s photograph than a
woman’s photograph does not establish bias, unconscious or otherwise.
Moreover, there is no evidence that such speeded associations have any rela-
tion to conscious decision making. There is no evidence that the academic
demands of engineering, the physical sciences, and mathematics place a
greater burden on women than do the medical, veterinary, life, or human 
sciences. The idea that a great new generation of scientists could be trained
by mentors who place more value on nurturing activities than on research
and therefore do little or no meaningful research themselves is absurd on its
face, inconsistent with academic histories, an insult to female scientists, and
a serious danger to science itself.

Conclusions

We have reviewed overwhelming evidence that genetic and hormonal dif-
ferences between males and females are major causes of sex differences in
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behavior. These include differences in social behaviors in infants, play
behaviors, interests, activities, educational and vocational goals, choices of
occupations, patterns of cognitive abilities, and the frequency of extreme
giftedness in spatial, mechanical, and mathematical ability. The dominance
of female doctoral students in the life and human sciences and of male doc-
toral students in the inorganic sciences and engineering is consistent with
and predictable by sex differences in interests and ability patterns. The
greater social interest and ability of females than males is evident in infancy.
The differing play activities and interests of boys and girls share similarities
with sex differences in the play behaviors of nonhuman primates. Interests,
activities, values, and vocational goals that differentiate girls from boys 
and women from men are strongly affected by the level of fetal androgen
exposure or tissue sensitivity to androgen. Daily, monthly, or yearly cycles in
levels of adult sex hormones influence performance on certain verbal and
spatial tasks

Although the magnitude of average sex differences in certain cognitive
abilities has declined in the last forty years, none of these differences has dis-
appeared or is likely to disappear. However, even if there were no cognitive
sex differences in average mathematical or spatial ability, there would still 
be more males than females at the upper end of intellectual talent due to
greater male variance.   In consequence, there would still be more males than
females who meet even minimum standards to be academic engineers, phys-
ical scientists, or mathematicians, and many more men than women with
exceptionally high levels of talent. Even if both the mean and variance of
mathematical and spatial ability were identical for men and women, there
would be more men than women with interests in engineering, the physical
sciences, or mathematics, and more women than men with interests in 
medicine, the life and human sciences, humanities, or the arts. Because inter-
ests, values, and vocational aspirations are strongly influenced by the organ-
izing actions of androgen on the fetal brain, we could not—without coercive
force or manipulation of the hormonal environment of the fetus—equalize
the numbers of men and women in all fields of science, engineering, and
math even if, in contrast to reality, men and women were identical in the
mean and variance of all cognitive abilities. 
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Appendix to Chapter 9

To determine whether the sex of the applicant plays a role in the awarding of
fellowships, all objective evaluative criteria (for example, number of publica-
tions, number of first-author publications, quality of journals in which work is
published, impact of the publications, and so on) must be entered into a mul-
tiple prediction equation, along with the sex of the applicant (coded numeri-
cally as 0 or 1 or any other pair of numbers). The equation predicts success in
winning a fellowship and establishes the weight of each predictor. The ques-
tion is whether the accuracy of predicting the award of a fellowship is
improved when the applicant’s sex is added as a predictor. In a study published
in 1997 in which they claimed to have found bias in the awarding of fellow-
ships to female scientists in Sweden, Wennerås and Wold failed to apply 
this analysis. Instead, they combined the applicant’s sex with a single objective
criterion in a series of separate predictions. This is illegitimate for two reasons.
First, omitted objective criteria in any given equation may be differentially
associated with one or the other sex, in which case causation is spuriously
attributed to the sex of the applicant. Second, because the different objective
criteria are correlated with each other, it is illegitimate to conduct separate 
statistical analyses as if each criterion were independent of others. 

When John Steiger, a statistician at Vanderbilt University, criticized the
failure of Wennerås and Wold to employ multiple regression analyses, Wold,
in an interview with reporter John Tierney of the New York Times (Summer
2008), said, “This is a very puzzling remark. As anyone using multiple regres-
sion knows, the X variables entered into the equation are supposed to be
independent of one another (hence, the name ‘independent variables’).” This
statement reflects a complete misunderstanding of multiple regression and of
the meaning of “independent variable.” Interactive contributions arise to the
extent that predictor variables are correlated. Indeed, one of the major
strengths of multiple regression is that it separates the independent from the
interactive contributions of predictor variables. Steiger, in repeated letters of
request during 2007, sought access to the data so he could analyze it appro-
priately, but never heard from Wennerås and was finally informed by Wold
that the data were lost. Wold told Tierney in 2008, however, that “Ulf
Sandström recently did a reanalysis of our data using more ‘novel’ measures
of productivity.” 200
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Conclusion
Why It All Matters and What Is To Be Done

Charles Murray

The essays in this volume have presented spirited defenses of irreconcilable
positions. The authors disagree not just on the details, but on the very
answer to the question that brought us together: Do men and women have
innate cognitive differences that importantly explain their differential 
representation in the sciences? There is no point in trying to present an
above-the-battle, evenhanded assessment of where the authors leave us.
Their arguments and evidence are complex and need to be confronted in all
their complexity.

Beyond these considerations, my own opinions favor one side of the
debate, and it would be disingenuous to pretend otherwise. I believe 
the debate is eventually going to be resolved in favor of the position repre-
sented by Professors Baron-Cohen, Geary, Haier, Kimura, Levy, Sommers, and
Wax, and this will happen in a matter of years, not decades. This does not
mean that the material presented by Professors Aronson, Barnett, Ellison,
Sabattini, and Spelke is “wrong” in its specifics. I accept the data they 
presented at face value. Rather, the study of sex differences has moved 
too far beyond the phenotype for data based on the phenotype to be decisive.
In this concluding chapter, I will first present my reasons for taking that posi-
tion, and then turn to why it all matters, and what is to be done. 

In focusing on the dynamic of the debate, I am influenced by Thomas
Kuhn’s description of scientific revolutions.1 The mainstream paradigm from
the late 1960s into the new century was social construction based on the
equality premise: the premise that men and women have no important 
cognitive differences. I use social construction to mean the argument that 

 



society has invented gender roles that are not grounded in real sex differ-
ences. I use cognitive in its broad sense, including the abilities described by
Howard Gardner as intrapersonal intelligence and interpersonal intelligence,
as well as intellectual ability ordinarily defined.2

Social construction couldn’t survive as the paradigm without consensus
acceptance of the equality premise among social scientists. The premise
never had that kind of support among biologists, but for a long time 
they didn’t count. When it came to thinking about sex differences during
social construction’s zenith, only a handful of the boldest social scientists in
academia would say publicly that men and women might be cognitively 
different for genetic reasons. The experience of one of the few who did, 
sociologist Steven Goldberg, is illustrative. His work, The Inevitability of
Patriarchy, published in 1973, is listed in The Guinness Book of World Records
as the book rejected by the most publishers (sixty-nine rejections by fifty-
five publishers) before finally being accepted.3

But starting in the 1970s and accelerating during the 1980s, cracks 
in the paradigm appeared and spread. The first pivotal event was the publi-
cation of E. O. Wilson’s Sociobiology in 1975—not because of what it said
about sex differences specifically, but because it provided a beachhead for the
study of human nature through the instruments of biology, not sociology.4

The subsequent scientific work proceeded discreetly, almost furtively,
through articles published in technical journals written in academic prose
that would not catch the attention of the media. But the work accumulated.
When David Geary published Male, Female in 1998—another pivotal
event—the technical literature had already become so extensive that Geary’s
bibliography was fifty-three pages long.5

The completion of the first mapping of the human genome in early 2001
marked the third pivotal event. Substantive findings from that accomplish-
ment were still a few years away, but everyone knew that the floodgates 
were about to open. The dynamic of the dialogue changed accordingly, and
the prevailing paradigm became fragile. As of 2009, we already live in a 
different world. I realize that defenders of the equality premise still managed
to have Larry Summers fired from the presidency of Harvard University 
just three years ago, but that had the flavor of the Catholic Church’s trial 
of Galileo—the response of an orthodoxy that knows its defenses have 
been breached. 
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Here are four specific ways in which I believe the direction and momen-
tum of the debate have moved beyond recall: 

• Biology is irreversibly displacing social construction as the 
paradigm for investigating the phenotype. 

• The scientific evidence for significant, genetically grounded, 
cognitive sex differences is already too strong to be denied.

• The differences already known to exist must differentially affect
the distribution of occupational preferences among men and
women. 

• The differences already known to exist give men three genetic
advantages that will preserve their disproportionate contribu-
tions at the extremes of scientific accomplishment until genetic
engineering alters them.  

Here are my reasons for thinking that all four statements, so inflamma-
tory that they would be shouted down if said aloud at any number of 
academic conventions, are actually not empirically controversial. 

Biology is irreversibly displacing social construction as the paradigm for
investigating the phenotype. I am premature in making that claim if the
measure is based on classes taught in academia. The catalogs are still full of
postmodernist courses that explain all cognitive sex differences as cultural
artifacts. But if the measure is the body of new work being produced and the
degree to which it forms the basis of the conversation, biology—embracing
genetics, neuroscience, and evolutionary psychology—is in and social con-
struction is out. One symptom is the reception of Steven Pinker’s The Blank
Slate in 2002. A bestseller and a finalist for the Pulitzer Prize, its enthusias-
tic reception would have been unthinkable a decade earlier. Pinker himself
was aware of the shift, opening the book by drawing attention to the dis-
crepancy between the reaction of his colleagues as he wrote it—“Are there
really people out there who still believe that the mind is a blank slate?”—and
the vitriolic response to books such as The Nurture Assumption, A Natural
History of Rape, and The Bell Curve during the 1990s.6 A more recent symp-
tom is the supplemental issue of the American Journal of Sociology published
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in 2008 devoted to the topic, “Exploring Genetics and Social Structure.” The
subtext threaded throughout the issue is that sociology is in danger of ren-
dering itself obsolete unless it incorporates the role of genes.7 The fulfillment
of E. O. Wilson’s prediction in Consilience that the twenty-first century would
see the integration of the social and biological sciences is starting to unfold.8

Once it is taken for granted that human nature is not a blank slate and
that it is shaped by evolutionary pressures, then it must also be taken for
granted that males and females are cognitively different. This implication is
why the blank-slate view of human nature survived so tenaciously in dis-
cussions of sex differences in the social sciences long after no one in the hard
sciences believed it. The different evolutionary pressures facing males and
females have always been obvious. To admit a genetically grounded human
nature is to admit defeat. 

To see why this must be so, imagine a situation in which you are behind
a veil of ignorance about the differing positions of men and women in today’s
society and have never heard of evolutionary psychology. You are aware only
of the most self-evident physiological differences between men and women,
and you accept that natural selection has governed human evolution. As this
naïve layperson, you are asked to think about why women evolved to be
(apparently, from everyday observation) so much more emotionally
wrapped up in their children from day to day than men are. 

You can answer the question even if the only thing you know is that
females are able to nurse infants while males cannot, and that breast-
feeding is by far the most effective way to keep infants alive in preindus-
trial societies. From this simplest of all facts about sex differences and the 
survival of infants, it is easy to understand why females were always the sex
that took primary care of young children. Then think about reproductive
fitness. What kind of women were most likely to perpetuate their genes?
Answer: Women who kept their infants and toddlers alive long enough to
reproduce—which means that natural selection would favor women who
were so devoted to their offspring that they did, in fact, nurse them faith-
fully, as well as lavish all the other time and effort that goes into keeping an
infant or toddler alive. Women who were emotionally indifferent to infants
had a lower probability of keeping their children alive. Men who were emo-
tionally indifferent to infants did not suffer nearly the same fitness penalty.
They had to be able to get sexual access to women, but their reproductive
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fitness did not depend on being devoted to their offspring from moment 
to moment. 

The full explanations for the differentials in male and female parental
investment are much more sophisticated than this, as the presentations of
Levy and Kimura and Geary indicate.9 I am offering a simple “of course”
proposition. Of course women are genetically hardwired to be more nurturing
of small children and more psychologically absorbed in their welfare than
men are. How can anyone doubt it? From that one evolutionarily inevitable
difference, a wide variety of cognitive implications follow. It is not possible to
accept the basics of evolutionary theory without expecting major cognitive
differences in males and females. That reality is increasingly recognized in the
social sciences, and the spread of that recognition cannot be stopped.

The scientific evidence for significant, genetically grounded, cognitive dif-
ferences is already too strong to be denied. If one sets out to prove the
hypothesis that black swans exist, it is not necessary to find flocks of them.
One is sufficient. As of 2009, many neural black swans have been spotted to
prove the hypothesis that men and women differ cognitively. Richard Haier’s
report on the different regions of the brain used by men and women for com-
parable tasks and the different roles played by grey matter and white matter for
men and women falls into this category. The meaning of these data still needs
to be elaborated, but that sex differences exist already seems well established. 

Simon Baron-Cohen has found a hormonal black swan. In his presenta-
tion, Baron-Cohen focused on observed differences in males and females,
mentioning only in passing his extensive research on the relationship of fetal
testosterone (which varies systematically by sex) to the development of the
brain and subsequent differences in the behavior of children. I urge readers
to explore the extensive evidence for this brief allusion.10 The ultimate test
of a scientific theory is its ability to predict. The evidence is compelling that
variations in fetal testosterone predict a set of behavioral results in infants,
toddlers, and five-year-olds—within sexes as well as between sexes—in
ways that accord with Baron-Cohen’s theoretical understanding of
male–female differences.11

Other black swans are documented in the Levy and Kimura presenta-
tion.12 Taken as a body, the existing findings already prove significant differ-
ences in the ways that male and female brains are organized, the ways that
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they work, and even the sizes of their different portions.13 Nothing is going
to make those data go away. The binary yes/no question has been answered.
The rest is a matter of elaboration.

The differences already known to exist must differentially affect the 
distribution of occupational preferences among men and women. The
existence of these innate cognitive differences is not important for the vast
majority of occupations. For all but a small minority of jobs, such differences
give employers no valid reason to prefer one sex for employment or promo-
tions. That statement certainly applies to jobs in math and the sciences. More
broadly, there is a longstanding consensus among psychometricians that men
and women have the same mean full-scale IQ.14 There is no “smarter sex” in
any global sense of that term, just areas of comparative advantage for one 
sex or the other in specific subtests. These differences may be statistically 
significant, but they are substantively trivial in most workplaces. 

The powerful effects of the innate differences in day-to-day life involve
career preferences. Little boys and little girls have different play preferences.
The presentations of Geary, Levy and Kimura, and Baron-Cohen cite some of
the scholarly evidence that these different preferences are systematic and 
pervasive, and appear very early—in some cases, in the first day of life. The
sources they cite are based on scientific observation and valid samples, not
parental anecdotes. But I cannot resist noting that much of the erosion of
belief in the equality premise among intellectuals during the 1980s and 1990s
was probably fostered by their experiences when they tried to raise their own
children in gender-neutral ways. Given dolls, their little boys used them to
pound things. Given trucks, their little girls used them to transport make-
believe groups of friends to parties. The impossibility of suppressing such 
sex differences has become undeniable to many parents who were once sure
that they were the products of socialization.

The relationships between play preferences as children and career prefer-
ences as adults hang together. It makes sense that girls who prefer dolls and
social play are more drawn to intellectual challenges involving people than to
intellectual challenges involving the design of machines and bridges, more
drawn to professions that call for close interactions with people than profes-
sions that put them alone at a work station in a laboratory. Among the subset
of women who are attracted to the sciences, those same differences come into
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play. They are reflected in the greater likelihood that a woman will become a
practicing physician than a medical researcher, and that she is more likely to
major in biology or anthropology than electrical engineering. It’s not a matter
of men being smarter than women. It’s a matter of what pursuits give them
more satisfaction and enjoyment. 

The differences already known to exist give men three genetic advantages
that will preserve their disproportionate contributions at the extremes 
of scientific accomplishment until genetic engineering alters them.
Achievement at the extremes in math and science is different from merely hav-
ing a successful career as a researcher or teacher. I am referring to achievements
that win Nobel Prizes or Field Prizes or are included in histories of science. 

Here I will ignore the case for a genetic male advantage in visuospatial
skills and abstract thinking that several of the other essays discussed. I 
consider it to be an overpoweringly strong case, but the Spelke and Ellison
presentation disputes it with data, so I put it aside, focusing instead on three
other characteristics that, statistically, must give males a genetic advantage 
in scientific achievement at the highest levels even if males do not have an
advantage in visuospatial skills and abstract thinking. 

The first facilitator is freakishly high intellectual ability for the scientific
discipline in question. Math and the sciences are unusual in this regard. 
The most successful politicians, business executives, journalists, or movie
directors are almost universally much smarter than average, but not neces-
sarily at the very top of the distribution.15 In contrast, the greatest mathe-
maticians and scientists—especially scientists in the most mathematically
demanding disciplines, such as physics—do tend to be freakishly smart in a
psychometric sense, meaning three or four standard deviations above the
mean—so high that the top scores on ordinary tests of academic ability such
as the SAT do not identify them.16 Here, the greater variance in IQ among
males than females (along with greater variance in other characteristics) ref-
erenced by several of the other essays comes into play. If there are several
times as many men as women with mathematical ability at the freakish
extreme, then a large majority of great mathematicians will always be male.

The second facilitator is undistracted concentration on the work. Great
achievement in almost every field is associated with a crushing workload pur-
sued with single-minded intensity. It is one of the most universal findings 
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in the literature about extraordinary success among creative people.17 One
thread of this literature estimates the amount of knowledge required to
achieve expertise—fifty thousand “chunks” in Herbert Simon’s calculation,
accumulated over about ten years of experience.18 Another explores the role
of thousands of hours of practice, study, and labor after the expertise is
achieved; the great accomplishments of the famous scientists and mathe-
maticians typically represent only the visible tip of their iceberg of effort.19

This characteristic of great achievement gives men two genetic advan-
tages. First, men are more competitive and aggressive than women.20 Once
again, there are known physiological explanations, with testosterone at the
top of the list. There are downsides to this sex difference, reflected, for 
example, in statistics showing that men throughout the world commit the
overwhelming proportion of violent crime.21 But high levels of competitive-
ness and aggressiveness facilitate obsessive effort toward an objective.

The genetic advantage in competitiveness is probably less important than
the more obvious genetic difference that I discussed earlier: Men have not
been subject to the same evolutionary selection as women to be nurturing
parents. Women are more attracted to children than are men, respond to
them more intensely on an emotional level, and get more and different kinds
of satisfactions from nurturing them.22 Many of these behavioral differences
have been linked with biochemical differences between men and women, as
some of the presentations have emphasized.

This consideration comes into play because of another consistent finding
in the study of great achievement: The peak of productivity is reached around
the age of forty, following years of intense apprenticeship that have gradually
morphed into the realized capabilities that enable great achievement.23 These
are precisely the years during which most women must bear children if they
are to bear them at all. Women who spend a substantial number of years from
twenty to forty focused on anything besides their math or science are just as
unlikely to produce the greatest work as men with the same ability would be
if they divided their energies. But in the case of women, it is not just the occa-
sional eccentric among the exceptionally gifted who divides her energies. A
majority do, for a reason that is understandable and laudable, and is not going
to go away: they want to be mothers.

Women who have children but continue their jobs full-time are still not
in the same position as men if the goal is exceptional scientific achievement.
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If we are talking about an ordinarily successful career, children need not 
be a barrier, as millions of mothers with daycare, nannies, or stay-at-home 
dads demonstrate every day. The problem comes when we move to the pos-
sibilities for the highest-level accomplishment in the sciences. For women,
the distractions of parenthood are greater than for men. To put it in a way that
most readers with children will recognize, the father of a child who has the
flu can go to work and not give it a thought throughout the entire day. Hardly
any mother can help having it on her mind throughout the day, no matter
how good her daycare arrangement or nanny might be. For achieving at the
highest levels, worrying about the children disadvantages women.

To avoid misunderstanding, let me acknowledge explicitly that none of
these generalizations applies to all women. Do some women have the strato-
spherically high intellectual ability to be great mathematicians? Yes. Do some
women forgo motherhood? Yes. Are some mothers able to do their scientific
work undistracted by thoughts of their children? Yes. I am making a set of
probabilistic statements. If more men than women have the requisite intel-
lectual ability, then, ceteris paribus, more men will achieve at the highest 
levels. If, among those who do have the requisite intellectual ability, more
women than men spend a large part of the crucial years from twenty to forty
doing something besides the apprenticeship, then, ceteris paribus, more men
will achieve at the highest levels. If, among those who do have the requisite
intellectual ability and have completed the apprenticeship, more men than
women can work brutally long hours and do so undistracted by thoughts
about children, then, ceteris paribus, more men than women will achieve at
the highest levels. 

u u u

Why does it all matter? In important and positive ways, it is mattering less
and less. The world for talented young women in science and math is incom-
parably more welcoming in 2009 than it was fifty years ago. A personal rec-
ollection is relevant: My eldest sister set out to major in architecture at Iowa
State University in 1955. When she was an eighteen-year-old freshman, in
one of her first days of college classes, a professor looked down at her—the
only girl in the room—and told the class he didn’t think girls belonged in
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engineering courses. The effect of that kind of hostility on young women with
an interest in science is hard to exaggerate.

The world really is better now. When my sister heard those discouraging
words in the mid-1950s, women obtained just 0.4 percent of the engineering
bachelor’s degrees awarded each year. In 2005, 18 percent of engineering
degrees went to women. The increases in the proportions of engineering mas-
ter’s degrees and doctorates going to women were even larger.24 The same
thing happened in other technical fields. In the physical sciences, for exam-
ple, women got 12 percent of the bachelor’s degrees and 3 percent of the 
doctorates in 1960. In 2005, they got 42 percent of the bachelor’s degrees and
30 percent of the doctorates. In math and statistics, women got 27 percent of
the bachelor’s degrees and 6 percent of the doctorates in 1960. In 2005, the
comparable figures were 45 percent and 30 percent. These dramatic increas-
es do not mean that bias against women is no longer an issue. But by any
quantitative indicator, young women who show scientific or math talent
today are getting much more encouragement than they used to. That’s good.

But I must also offer a warning. Earlier, I argued that from the late 1960s
through the end of the century, the academic mainstream in the social 
sciences embraced the equality premise. But so did the political mainstream.
Virtually every social policy initiated since the late 1960s has reflected the
assumption that all groups of people are cognitively indistinguishable. Since
we observe very large group differences in the phenotype, the equality prem-
ise forces the conclusion that when we see inequalities, the only cause must
be environmental disadvantages afflicting the group with the lower income,
education, or social status. Everything that we associate with the phrase
“politically correct” eventually comes back to the equality premise. In social
policy, the statistical tests for uncovering job discrimination are based on the
equality premise. Affirmative action in all its forms assumes there are no
innate cognitive differences between any of the groups it seeks to help and
everyone else. 

These academic and political mainstreams have not been limited to one
part of the ideological spectrum. I can attest from my experience with the
reaction to The Bell Curve that conservatives and libertarians are as uncom-
fortable with the idea of innate cognitive group differences as liberals are.
Hence a question that we need to start thinking about: What will happen
when it is proved beyond a shadow of a scientific doubt that important 
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genetic group differences do exist? I urge that we start thinking about the
answer, because, in my judgment, that hypothetical situation will soon be
upon us for real. Perhaps we have as much as a decade before it happens, but
it cannot be much more than that and may be less. It will probably come first
with regard to differences between males and females—partly because the 
science is already more advanced, and partly because the study of sex differ-
ences remains less taboo than the study of race and ethnic differences.

This new knowledge need not be scary. After the puzzle has been pieced
together, genetic group differences will still be a matter of probabilities, in
which two groups have statistically significant distributions but overlap 
substantially. Genetic group differences will cut both ways, with every group
having its own strengths and attractions. I doubt that many women will wish
they were men (or vice versa) when important innate sex differences have
been proved beyond doubt. As the new knowledge extends to other areas, 
I doubt that many people will wish that they had been born Chinese instead
of Swedish (or vice versa), white instead of black (or vice versa), or inclined
to be an English professor instead of an engineer (or vice versa), no matter
what science may eventually tell us about the ways that these groups are
genetically distinct. Human beings have a marvelous capacity to observe
group differences and come up with a calculus that makes their own group
preferable in their own eyes. 

The ominous implications do not derive from the science itself, but from
the overreaction that may follow after decades in which the existence of group
differences has been so passionately denied. A process of cognitive dissonance
is underway in which everyone knows—even those who are trying hardest to
maintain the faith—that some taboo ideas are likely to be true. When cogni-
tive dissonance is resolved, it seldom takes the form of “never mind; I guess
I was wrong about that.” Too often, it produces the fervor of the newly 
converted. I cannot be precise about predictions, because we have never 
seen anything quite like the situation that is playing out. The only thing I am
sure of is that a great deal of emotional and intellectual energy has been
invested in the proposition that different outcomes for different groups are
produced by injustices that can be fixed with the right policies. I am fore-
casting a very tough situation facing the people who have been committed to
that proposition. To put it in terms of the topic of this collection of essays, I
am forecasting that they will have to acknowledge that women will always be
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a minority on science faculties and will always win fewer Field Prizes and
Nobel Prizes for physics than men do—even in a perfectly fair world. 

Acknowledging such realities will not mean that political liberals must
also give up on liberal causes. On the contrary, the proof of innate aspects of
human capital can logically be employed as a justification for greater govern-
mental redistribution to achieve equality of material outcomes to make up for
the inequalities of human capital that nature has imposed on us. Similarly,
acknowledging such realities confers no necessary benefit on political con-
servatives. Inequalities of opportunity will remain, and the crusades for equal
opportunity that antedated the equality premise—the suffrage movement in
the early part of the twentieth century or the civil rights movement of the
1950s and early 1960s—were led by liberals, not conservatives.

The dangers attending the coming demise of the equality premise affect
us all. To ward them off, all of us, from the hard and soft sciences, from the
political left and right, male and female, need to embrace once again the old
American ideal of treating people fairly as individuals. Steven Pinker put that
ideal in today’s language in The Blank Slate, writing that “equality is not the
empirical claim that all groups of humans are interchangeable; it is the moral
principle that individuals should not be judged or constrained by the average
properties of their group.”25 That principle fell on hard times with the advent
of the equality premise. Reanimating it as the central moral imperative of the
American tradition is our way to deal with the new scientific knowledge that
is rushing in upon us. 
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Notes

1. Kuhn 1962. 
2. Gardner 1985, chapter 10. 
3. Goldberg 1973, 2. 
4. Wilson 1975.
5. Geary 1998. 
6. Pinker 2002, vii–viii.
7. For the table of contents of the special issue, see American Journal of Sociology

2008. 
8. Wilson 1998.
9. Geary 1998. See also Jones et al. 2003; Kimura 1999, 11–30; and Baron-Cohen

2003, chapter 9. 
10. Baron-Cohen started from Norman Geschwind’s hypothesis that fetal testos-

terone affects the growth rate of the hemispheres of the brain, with higher testos-
terone promoting faster growth of the right hemisphere and inhibiting growth of the
left hemisphere, with corresponding implications for the behavior and mental char-
acteristics of children. Baron-Cohen and his colleagues were able to analyze the amni-
otic fluid for a substantial number of pregnancies, measure the level of fetal
testosterone, and then test the children produced by those pregnancies. Measures of
social behavior and cognitive functioning correlated with level of fetal testosterone
exactly as predicted by Geschwind’s hypothesis. For a nontechnical presentation, see
Baron-Cohen 2003, chapter 8. For a more detailed technical presentation, see
Chapman et al. 2006 and Auyeung et al., forthcoming. 

11. Baron-Cohen 2003, chapter 8.
12. For a complementary overview, see Cahill 2005. 
13. See Goldstein et al. 2001. Since many readers have read Gould’s Mismeasure of

Man (1981) and are under the impression that variation in brain volume among
humans is not related to cognitive functioning, I should note that magnetic resonance
imaging (MRI) studies of brain size have ended the uncertainty about the existence
of its relationship with IQ. Meta-analyses of MRI and other in vivo studies indicate
that the correlation between brain size and IQ is about .40 (Jensen 1998, 147). 

14. For a review of the evidence that male and female IQ is the same, see Jensen
1998, 536–42. The underlying problem is that the subtests in IQ tests have been
developed and normed in ways that tend to push male and female IQs toward the
same mean IQ (for example, items that show a large sex difference are usually dis-
carded). For the controversial arguments that men have a higher mean IQ than
women, see Ankney 1992; Lynn 1999; and Lynn and Irwing 2004. 

15. Gottfredson 1997; Herrnstein and Murray 1994, chapters 2 and 3.
16. The IQs of important intellectuals of the past have been retrospectively esti-

mated using behavioral correlates of IQ (for example, the age at which a child begins
to read). The evidence of extraordinary precocity, denoting IQs at least three or four
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standard deviations above the mean, is common among great scientists and close to
universal among great mathematicians. The most ambitious example of this analysis
is Cox 1926. For the quantitative relationship of similarly high IQ, measured using
the Study of Mathematically Precocious Youth, to outcome measures such as number
of journal articles and patents, see Park et al. 2008.

17. For a summary of the literature and reference to other sources, see Simonton
1988, chapter 4.

18. Simon 1972. 
19. For the role of practice, see Ericcson and Tesch-Romer 1993.
20. Byrnes et  al. 1999; Dabbs and Dabbs 2000.
21. Wilson and Herrnstein 1985, chapter 4.
22. Baron-Cohen 2003 has the most integrated theory about differences between

males and females, with the nurturing aspects subsumed under the larger argument.
For an analysis specifically devoted to sex differences in nurturing, written by a com-
mitted feminist who is also a scientist (an anthropologist), see Hrdy 1999. For a short
review of studies on the importance of children and of the biological sources of nur-
turing differences, see Rhoads 2004, 190–222.

23. Simonton 1984, chapter 6.
24. The data in this paragraph are taken from U.S. Department of Education,

Institute of Education Sciences, National Center for Education Statistics 2008, tables
294, 300, and 301. 

25. Pinker 2002, 340.
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